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Three dimensional simulations of ignition and combustion diesel lifted flames were conducted in a constant 

volume combustion chamber under engine-like conditions with turbulence. These simulations were 

performed to mimic the recent experiments at Sandia National Laboratory with n-dodecane as a surrogate 

for diesel fuel. In the first step, the spray models were validated using the data for liquid length and spray 

penetration. A skeletal mechanism was then developed for the 3-D simulations with a skeletal mechanism 

with 103 species and 370 reactions derived from a detailed mechanism consisting of 2115 species and 8157 

reactions developed by the Lawrence Livermore National Laboratory. The mechanism reduction was 

performed with an algorithm combining direct relation graph with expert knowledge (DRG-X) and 

sensitivity analysis. The skeletal mechanism was derived from and extensively validated for conditions 

relevant to engine combustion, using auto-ignition, jet stirred reactor (JSR), and counter flow diffusion 

flames. The mechanism was able to satisfactorily predict various combustion characteristics such as 

ignition delay, flame lift-off length, and equivalence ratios of 0.5-2.0. 

 

1. Introduction 

Diesel fuel has been extensively used world-wide for heavy-duty transportation applications. 

Traditionally, diesel fuel has been represented by n-heptane (NHPT) as a surrogate [1,2,3]. 

However, since the average carbon content in diesel fuel ranges from 12 to 13, n-dodecane is 

being evaluated as a surrogate component for diesel fuel that may be more suitable than NHPT. 

Recently, detailed chemical kinetic models for n-alkanes up to dodecane has been developed by 

You et al. [4] for high temperature applications. The model has been validated against 

experiments of plug flow, jet stirred reactors (JSR), laminar flame speeds, and ignition delay 

times. Westbrook et al. [5] developed a detailed chemical kinetic mechanism for combustion of 

n-alkanes from n-octane to n-hexadecane consisting of 2115 species and 8157 reactions. This 

mechanism includes low temperature chemistry and was validated over a wide range of 

conditions [6].  

The Engine Combustion Network (ECN) [7,8,9], which is dedicated to the improvement of 

computational fluid dynamics (CFD) modeling for compression ignition (CI) engines, recently 

conducted a series of measurements on the spray and combustion characteristics of n-dodecane. 

Since n-dodecane features similar boiling characteristics with diesel fuels, it is expected to better 

mimic the fuel-air mixing processes. This is of paramount importance since CI engine 

combustion is mixing controlled and NHPT (which is highly volatile) does not capture the 

mixing processes effectively. N-dodecane targets were called “Spray A” and the conditions are 
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noted in Table 1. Spray A experiments were conducted at a low-temperature combustion 

condition relevant to CI engines consisting of modern injection systems. Additionally, boundary 

conditions necessary for CFD simulations were carefully determined and the uncertainties were 

noted. This high-fidelity data-set [10] is now available for the modeling community to further 

develop the spray and combustion models for internal combustion engine applications. Extensive 

spray modeling has been performed using commercial softwares and open-source codes 

facilitating improvements in spray and turbulence modeling [11,12]. However, in the absence of 

a reliable chemical kinetic model for n-dodecane, thorough combustion modeling was not 

feasible.  

CI engine processes are multi-physic, multi-scale and highly coupled in nature and involve 

turbulence, two-phase flows and complicated spray physics. Furthermore, turbulence-chemistry 

interactions, moving boundaries (piston and valves), heat-transfer (conduction, convection, and 

radiation), and complex combustion chemistry of fuel oxidation and emission formation make 

engine simulations a computationally daunting task. Accounting for detailed combustion 

chemistry in the order of hundreds of species and thousands of reactions is perhaps beyond the 

current computational capabilities. A major objective of the current study is to develop a reduced 

mechanism for n-dodecane from the detailed mechanism by Westbrook et al. [5]. An integrated 

reduction method combining directed relation graph (DRG) [13,14] with expert knowledge 

(DRG-X) [15] and DRG-aided sensitivity analysis (DRGASA) [16,17] was employed for 

mechanism reduction. Since a mechanism consisting of about 100 species and 500 reactions was 

recently integrated to a 3-D engine simulation [18]. We aim to obtain a comparable size reduced 

mechanism while retaining high chemical fidelity. Following gas-phase validations, the n-

dodecane reduced mechanism will be implemented in a 3D engine modeling software called 

CONVERGE [19] for turbulent spray-combustion simulations.  

The paper is organized in the following way. First the methodologies for mechanism 

reduction will be described. These reduction techniques will then be applied to the n-dodecane 

detailed mechanism to obtain a reduced mechanism which is applicable in the CI engine 

operating range. 3D turbulence spray-combustion modeling set-up will be described followed by 

a brief discussion about the underlying spray, combustion, and turbulence models, and the grid-

generation strategy. The reduced mechanism will be validated with the detailed mechanism for 

homogeneous system including auto-ignition and perfectly stirred reactors (PSR). The reduced 

mechanism will also be validated against shock-tube, JSR, and counterflow flame data from the 

literature. Following the extensive validation, two-phase flow simulations at CI engine 

conditions will then be performed. Some details about the 3D constant volume spray combustion 

experiments performed at Sandia National Laboratory for the ECN workshop will also be 

described [8,9,10]. Lastly, robust validation against the spray and combustion data such as liquid 

length, vapor penetration, ignition delay, flame lift-off length (LOL), soot contours etc., will be 

performed.  

2. Methodologies 

2.1 Mechanism Reduction 

The detailed mechanism for C8-C16 alkanes used in the present reduction was developed by the 

Lawrence Livermore National Laboratory (LLNL). It consists of 2115 and 8157 elementary 

reactions. To reduce this large mechanism for efficient numerical simulations, a recently 



3 

 

improved method of DRG, i.e. DRG with expert knowledge (DRG-X), is employed in the 

present work to eliminate unimportant species and reactions. DRG-X still features an overall 

linear reduction time and is fully automated. It further resolves the limitations of the original 

DRG and allows non-uniform reduction error for every species and heat release. By introducing 

expert knowledge in the DRG reduction, DRG-X can develop skeletal mechanisms of similar 

sizes but with higher chemical fidelity compared to those by DRG. Procedurally, species-specific 

x-values (the expert knowledge) are specified for selected species in addition to the starting 

species. The species associated with reactions with small uncertainties can be assigned a small x-

value, say 0.1, and those with larger uncertainties can be assigned a larger x-value, say 0.3, while 

all the other species are assigned a default error tolerance, say 0.5. As a result, the errors in the 

skeletal mechanisms roughly match the level of uncertainties in the detailed mechanisms, such 

that the overall chemical fidelity can be retained in the skeletal mechanism. Moreover, for 

applications where some species of interest, e.g. a pollutant, need to be predicted with higher 

accuracy than that of the other species, small x-values can be specified for those species of 

interest. It is further noted that in DRG-X the x-value for heat release was included. The heat 

release was treated as a special species Q, with Qi being the reaction heat for the i
th

 reaction. The 

effect of species elimination on heat release is further quantified as: 
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where ej is the mole specific energy of the j
th

 species. υj,i is the stoichiometric coefficient for the 

jth species in the i
th

 reactions. ωi is the net reaction rates of the i
th

 reaction. Each term in the 

denominator is the contribution of a reaction to the heat release of the system, and the numerator 

consists of the terms in the denominator that involves species B. It is seen that the elimination of 

species B can significantly affect heat release if rQB is larger than a user specified threshold value 

for temperature, εT. Since it is important to accurately predict heat release in many practical 

simulations, a small εT together with large εsp will be used in DRG-X.  

In the present study, the reduction was performed based on reaction states sampled from 

auto-ignition and PSR for pressure of 1-100 atm, equivalence ratio of 0.5-2.0, and initial 

temperature of 700-1800 K for auto-ignition. The inlet temperature for PSR is 300K. Note that 

the NTC region which is important for auto-ignition under CI engine conditions was covered in 

the reduction. The starting species for the DRG-X is the H radical and temperature. By 

specifying εsp = 0.5 and εT = 0.01, a skeletal mechanism with 369 species and 1495 reactions was 

obtained.  

The method of DRGASA was subsequently applied to the 369-species mechanism. A worst-

case relative error of 30% was specified for ignition delays and extinction time in PSR, almost 

every species was included in the global sensitivity analysis to ensure that the resulting 

mechanism is minimal in size. A skeletal mechanism with 103 species and 370 elementary 

reactions was eventually obtained.  

2.2 Simulations of 3D Turbulent Spray Combustion 

The 103-species skeletal mechanism was implemented in 3-D turbulent spray-combustion 

simulations for validation, in addition to the 0-D and 1-D simulations. The 3-D simulations were 

performed using the Eulerian-Lagrangian approach in the CFD software CONVERGE. It 

incorporates state-of-the-art models for spray injection, atomization and breakup, turbulence, 
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droplet collision, and coalescence. The gas-phase flow field is described using the Favre-

Averaged Navier-Stokes equations in conjunction with the RNG k-ε turbulence model, which 

includes source terms for the effects of dispersed phase on gas-phase turbulence. These equations 

are solved using a finite volume solver. The details of these models can be found in previous 

publications [20,21,22,23], hence only a brief description is provided here. 

Fuel injection is simulated using the blob injection model. Following the injection, Kelvin 

Helmholtz (KH) and Rayleigh Taylor (RT) models are used to predict the primary and secondary 

breakup of the computational parcels [24,25]. A breakup length is used within which the KH 

model is used to predict the primary breakup. Beyond the breakup length, the KH and RT models 

compete in breaking up the droplets. Droplet collisions are based on the no time counter 

algorithm [26]. Once collision occurs, the outcomes of the collision are predicted as bouncing, 

stretching, reflexively separating, or coalescing [27]. A droplet evaporation model based on the 

Frossling correlation is used in the present simulations. A dynamic drag model is also used 

postulating that the drag coefficient depends 

upon the shape of the droplet, which can 

vary between a sphere and a disk. The 

effects of turbulence on the droplet are also 

included, using a stochastic turbulent 

dispersion model. Kinetic modeling in 

CONVERGE is performed using the SAGE 

chemical kinetic solver [28], and is directly 

coupled with the gas-phase calculations 

using a well-stirred reactor model. The soot 

mass production within a computation cell is 

determined from a single-step competition 

between formation and oxidation rates of 

C2H2 species based on the Hiroyasu model 

[29], which has been extensively used in 

engine-modeling literature. 

CONVERGE uses an innovative, 

modified cut-cell Cartesian method for grid 

generation. The grid is generated internally 

to the code at runtime. For all cases, the base 

grid size was fixed at 2 mm. In order to resolve the flow near the injector, a fixed grid 

embedding is employed such that the minimum grid size is 0.25 mm. Apart from this region, it is 

rather difficult to determine a priori where a refined grid is needed. Hence, four levels of 

adaptive mesh refinement are employed for the velocity field. In order to match the combustion 

chamber geometry used in the experimental study [8,9], a cubical geometry of 108 mm on each 

side is generated (cf. Figure 1). The zoomed-in view of the fixed embedding region is also 

shown.  

3. Results and Discussion 

The 103-species skeletal mechanism for n-dodecane was first validated against the detailed 

mechanism in homogeneous applications including auto-ignition and PSR. Figure 2a shows the 

ignition delay time as a function of initial temperature calculated using the detailed and skeletal 

108 mm

2 mm

 
Figure 1: Grid generated at 0.4 ms ASI for 
combusting sprays described in Table 1. 
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mechanisms for different pressures, equivalence ratios and initial temperatures covered in the 

reduction process. It can be observed in Fig. 2a that the skeletal mechanism matches quite well 

against the detailed mechanism under most of the conditions. Figure 2b further compares the 

temperature profiles of PSR calculated using the skeletal mechanism to that using the detailed 

mechanism, at various equivalence ratios and pressures. Good agreements were generally 

observed. 
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Figure 2: Comparison of the 103-species skeletal mechanism with the detailed mechanism for n-
dodecane-air, a) ignition delays, and b) extinction temperature profiles in PSR. 

3.1 Mechanism Validation against 0-D and 1-D Combustion Systems 

The 103-species skeletal mechanism was then validated against the experimental 

measurements for homogeneous system including auto-ignition and JSR. Figure 3a compares the 

calculated ignition delay time for n-dodecane-O2-Ar mixture with the experiments [30,31] at 

various initial temperatures and pressures. It can be observed in Fig. 3a that the skeletal 

mechanism predicts the experimental trends of ignition delay fairly well. Figure 3b further shows 

the comparison between the calculated and measured ignition delay times for the n-dodecane-air 

mixture. The experimental data was obtained from Ref. [6]. The simulations agree well in trend 

with the experiments, including the NTC region.  

The 103-species skeletal mechanism was further compared with the experimental 

measurements [32] of the thermal decomposition of n-dodecane in JSR. Figure 4a shows the 
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measured and calculated n-dodecane conversion percentage as a function of temperature in JSR. 

It is observed in Fig. 4a that the simulation predicted the measured data-sets fairly well. Figure 

4b further compares the species profiles. It is seen that the skeletal mechanism shows good 

agreement with measurements, e.g. for the C2H4 profile. 
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Figure 3: Comparison of calculated and measured ignition delays of (a) n-dodecane/21%O2/Ar, at 

p =6 and 40 atm and φφφφ = 0.5. Solid lines: simulation results, black symbols: experimental data from 
Ref. [31], red symbols: experimental data from Ref. [Error! Bookmark not defined.]. (b) n-

dodecane/air, at p = 20 atm and φφφφ = 1. Solid lines: simulation results, symbols: experimental data 
from Ref. [6]. 
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Figure 4: Comparison of calculated and measured (a) conversion percent of n-dodecane thermal 

decomposition (b) species profiles, in JSR, at p =1 atm and ττττ = 1 s. Solid lines: simulation results 

symbols: experimental data from [Error! Bookmark not defined.]. 

Next, the skeletal mechanism is validated for 1-D non-premixed flames. The results from the 

skeletal mechanism are shown in Figure 5, which plots the calculated temperature profiles with 

the skeletal mechanism along with the measured data by Cooke et al. [33] for a non-premixed 

counterflow flame of diluted n-dodecane mixture (1.5% n-dodecane and 98.5%N2 in mole) at 

atmospheric pressure. The same boundary conditions from the experimental configuration were 

used for inlet temperatures, mixture compositions and flow velocities.  
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Figure 5: Comparison of the predicted and measured [33] temperature profiles in a 1.52% n-

dodecane/75% oxygen diffusion flame at a strain rate of 105 s
-1

. 
 

3.2 3D Simulations at CI Engine Conditions 

Further validation of the 103-species n-dodecane 

mechanism is performed in a 3D constant volume 

combustion chamber under CI engine conditions. 

Experimental data for comparison is obtained 

from Sandia National Laboratories [8,9] where a 

constant volume quiescent preburn-type 

combustion vessel was used to generate high-

temperature and high-pressure gases. The 

conditions are noted in Table 1. A premixed 

combustible mixture was spark ignited; the 

combustion products cool over a long time. Once 

the desired pressure and temperature are reached, 

the diesel fuel injector was triggered and fuel 

injection occurs. Pickett et al. [8] investigated the 

influence of ambient temperature on ignition 

delay and flame LOL. This experimental dataset 

is used for extensive validation of the reduced n-

dodecane mechanism as presented earlier. In addition, liquid length and vapor penetration data 

under non-reacting conditions is also provided. This data is used for benchmarking the non-

reacting simulations to ensure that fuel-air distribution is accurately predicted by the spray 

models.  

Validations under non-reacting conditions are first presented followed by those under 

reacting conditions. This is motivated by the fact that the fuel distribution (equivalence ratio) 

needs to be accurately predicted prior to further validation of reaction mechanism. Since liquid 

penetration, vapor penetration, LOL, and ignition delay data will be used for validation of the 

mechanism, these parameters will be first defined here. In simulations, liquid penetration is 

defined as the axial location encompassing 97% of the injected mass at that instant of time. 

Vapor penetration at any time is determined from the farthest downstream location of 0.05% fuel 

mass-fraction contour. Flame LOL is determined by the nearest upstream location of temperature 

Parameter Quantity

Fuel n-dodecane

Nozzle outlet diameter 90 µm

Nozzle K-factor 1.5

Nozzle shaping Hydro-eroded

Discharge coefficient 0.86

Fuel injection pressure 150 MPa

Fuel injection temperature 363 K

Injection duration 1.5 ms

Injected fuel mass 3.5 mg

Injection rate shape Square

Ambient gas temperature 800 - 1200 K

Ambient gas density 22.8 Kg/m3

Ambient Oxygen Concentration 15 %
 

Table 1: n-dodecane operating conditions 
at Sandia National Laboratories [7,8,9]. 
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≥ 2200 K contour. Ignition delay is defined as the time from start of injection to the time when 

temperatures above 2000K are first observed in any computational cell. 
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Figure 6: Measured [7] and predicted (a) liquid spray penetration and vapor penetration vs. time, 
(b) mixture fraction distribution vs. radial distance at two different axial positions, for conditions 

depicted in Table 1 at an ambient temperature of 900K.  

Figure 6a presents predicted and measured liquid spray and fuel vapor penetration at 

different times after the start of injection (ASI) at an ambient temperature of 900K. Spray 

penetration initially increases with time and then stabilizes at a quasi-steady value, which is 

called the liquid length. Hence, beyond this axial distance, liquid fuel is absent. The fuel vapor 

penetration though increases with time and is instrumental in fuel-ambient air mixing. It is seen 

that the simulations are able to capture the liquid spray and vapor penetration characteristics very 

well. Figure 6b presents the mixture fraction distribution vs. radial position at two different axial 

positions of 25 mm and 45 mm from the injector nozzle at 1.0 ms ASI. In experiments the 

mixture fraction is calculated using Rayleigh scattering and the uncertainties in measurements 

are also noted. The fuel mass fraction was plotted for simulations since under non-reacting 

conditions the mixture fraction is equivalent to the fuel mass fraction. It ise observed in Fig. 6b 

that the simulations are able to qualitatively capture the Gaussian nature of the mixture fraction 

distribution. In addition, the quantitative match is also excellent since the simulation results in 

general lie within the experimental uncertainties.  

Figure 7a presents images of liquid fuel injected at different times ASI using Mie-scattering 

technique [7,8] and simulations corresponding to conditions depicted in Fig. 6a. The injected fuel 

droplets are plotted and the dashed line captures the liquid penetration at the noted time. The 

field of view is 20 mm x 8 mm in the axial and radial directions respectively. Distance from the 

injector is shown at the bottom. In general, the simulations are able to capture the experimentally 

observed fuel distribution contours fairly well and the experimentally observed value for liquid 

length of 10.6 mm (cf. Fig. 6a) is also predicted very well. Figure 7b plots the vapor contours at 

three different times ASI using Schlieren imaging [7,8] and simulations corresponding to 

conditions depicted in Fig. 6a. While Fig. 6a only captures the peak vapor penetration at different 

times ASI, Fig. 7b captures the contours of the vapor distribution. The field of view is 60 mm x 

20 mm in the axial and radial directions respectively. At 0.5ms ASI, vapor penetration is over-

predicted by the simulation, which is consistent with Fig. 6a. At 1.5ms ASI, vapor penetration is 

(a) (b) 



9 

 

under-predicted by the simulation and consequently dispersion is marginally over-predicted. 

Overall, simulations are able to capture the spray characteristics extremely well under non-

reacting conditions. 
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Figure 7: Measured [7] and predicted (a) liquid fuel spray distribution (b) vapor distribution, at 
different times ASI, for conditions depicted in Table 1 at an ambient temperature of 900K.  
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Figure 8: Measured [7,8] and predicted results on fuel spray distribution and ignition location and 
time, for conditions depicted in Table 1 at an ambient temperature of 900K.  

Following the validations under non-reacting conditions, Figs. 8-11 show the validations 

under reacting conditions. Figure 8 compares liquid penetration and contour, ignition location 

(a) (b) 
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and time between experimental data [7,8] and simulations at conditions depicted in Table 1 at an 

ambient temperature of 900K. Liquid fuel distribution is measured using Mie-scattering and 

ignition delay is detected using high-speed direct imaging of natural luminosity. For the 

simulations, injected fuel droplets are plotted at different times ASI along with the temperature 

contours for the detection of ignition. Due to the axisymmetric nature of the spray and 

combustion processes, images are presented on a cut-plane through the center of the fuel jet. The 

field of view is 40 mm x 20 mm in the axial and radial directions, respectively. Distance from the 

injector is shown on the bottom. The simulations are able to capture the liquid fuel distribution 

very well, which is consistent with results presented above for non-reacting conditions (cf. Figs. 

6a and 7a). In addition, the location and time of ignition is well captured by the simulation. The 

width and length of the flame is also well captured by the simulation under the ambient 

temperature condition investigated. At 500 µs and 550 µs the simulation is able to capture the 

experimental trend, i.e., the base of the flame moving upstream while the flame front moves 

downstream. It should be noted here that multiple ignition sites are not observed with the 

simulation since the turbulence model used is based on Reynolds Averaged Navier Stokes 

(RANS). A turbulence model based on large eddy simulations (LES) [34] may predict multiple 

ignition locations. However, the LES models are computationally expensive and beyond the 

scope of present study.  
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Figure 9: Measured [7,35] and predicted (a) flame lift-off length vs. time ASI, (b) contour plot 
showing flame lift-off length at 1 ms ASI, for conditions depicted in Table 1 at an ambient 

temperature of 900K.  

Figure 9a plots measured and predicted flame lift-off length vs. time ASI at an ambient 

temperature of 900K. The above experimental images (cf. Fig. 8) show that the flame stabilizes 

between 15-20 mm shortly after auto-ignition, and the lift-off length remains at this position 

during rest of the injection event. The quasi-steady value of lift-off length was noted as 16.5 mm 

at Sandia [8] and 16.7 at Centro de Motores Termicos (CMT) [35]. Simulations on the other 

hand, predict that the base of the flame moves upstream and consequently stabilizes at about 1ms 

ASI. Previous studies by our group have also shown this tendency of RANS simulations 

predicting upstream movement of lift-off location [34]. The use of LES turbulence model [34] 

tends to predict multiple ignition locations thus capturing the volumetric auto-ignition 

phenomenon more accurately, which results in decreased upstream movement of flame lift-off 

(a) 
(b) 
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location. However, as mentioned above, LES simulations are beyond the scope of current study. 

The quasi-steady flame lift-off length value from simulation is noted to be 18.15 mm which is 

marginally higher than the experimental value. Fig. 9b plots the OH chemiluminescence 

measurement at CMT [35] and corresponding temperature contours from simulations at 1 ms 

ASI. The lift-off location is shown by white dashed lines in both experiment and simulation. The 

field of view is 50 mm x 17 mm in the axial and radial directions respectively. As mentioned 

above, simulation tends to over-predict the flame lift-off location under the ambient temperature 

of 900K. In general, the shape of the flame is well captured by the simulation.   

Sandia Data Simulation

900 µs

800 µs

700 µs

600 µs

  

Figure 10: Comparison of soot mole-fraction contours from simulations against the soot data 
using LII from Ref. [8] at different instances during the combustion process for conditions 

depicted in Table 1 at an ambient temperature of 900K. 

Planar laser-induced incandescence (PLII) images of soot [8] along a thin plane of the fuel jet 

were compared with the simulations in Fig. 10. Time ASI for each image is shown on the left 

thus the temporal evolution of a typical combustion event is seen. Distance from the injector is 

shown at the bottom. The field of view is 75 mm x 25 mm in the axial and radial directions 

respectively. The soot mass production within a computation cell is determined from a single-

step competition between formation and oxidation rates of C2H2 species, based on the Hiroyasu 

model [29]. This soot model has been extensively used in the literature. It can be seen that the 

predicted soot distributions agree well with the experimental results. The experimentally 

observed trend that soot generation occurs beyond the lift-off length location is also well 

captured by the simulation.  

Figure 11 presents a comparison of the measured [7,35] and predicted flame LOL and 

ignition delays as a function of ambient temperature, calculated using the 103-species dodecane 

mechanism under conditions depicted in Table 1. Increased ambient temperatures results in 

decreased ignition delays as expected. Ignition delay is observed to be marginally over-predicted 

by the simulations at an ambient temperature of 1200 K. Ignition delay in a two-phase flow 
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consists of physical and chemical delays. Since the spray data, i.e., Sauter mean diameter (SMD), 

spray penetration etc., is not available at 1200 K, it is difficult to attribute the differences in the 

predicted ignition delay on the spray models or the n-dodecane reduced mechanism. An increase 

in ambient temperature (keeping ambient density constant) results in lowered flame LOL due to 

the increased chemical reactivity, which moves the ignition and flame stabilization locations 

upstream. It should be noted that in simulations for each ambient temperature case, LOL is noted 

at 1.0 ms ASI. In general, the reduced mechanism predicts the overall trends of LOLs very well. 
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Figure 11: Measured and predicted (a) ignition delay (b) flame lift-off length, vs. ambient 
temperature, for conditions depicted in Table 1.  

4. Concluding Remarks 

A 103-species skeletal mechanism for n-dodecane including low-temperature chemistry was 

derived from the detailed mechanism developed by the Lawrence Livermore National 

Laboratory. The mechanism reduction was performed using DRG-X and DRGASA techniques 

under CI engine relevant conditions. The skeletal mechanism was comprehensively validated 

against the detailed mechanism. It was shown that the small skeletal mechanism performs well 

over a wide range of parameters for both ignition and extinction applications. The reduced 

mechanism was further validated against experimental data for the shock-tube ignition delay, jet 

stirred reactors, and opposed flow flames. Extended validation was performed against 3-D 

turbulent spray combustion data at CI engine conditions obtained from ECN. First, spray 

validations were performed for predicting the fuel distribution in the combustion chamber 

against liquid penetration, vapor penetration, liquid length, and liquid and vapor contour data. 

Spray combustion simulation results show that the mechanism is versatile and robust since it 

performed satisfactorily in predicting the ignition delay and flame lift-off length, as well as the 

OH and soot concentration profiles under different ambient temperatures. As such the 103-

species n-dodecane skeletal mechanism is suitable for multi-dimensional engine combustion 

simulations with diesel fuel. 

 

(a) (b) 
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