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(A tentative of secondary) turbulent atomization modelling from 

first principles. 
 

N. Rimbert 

LEMTA ESSTIN, Université de Lorraine – CNRS 
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Abstract : 
 The goal of this presentation is to show how it is possible to tentatively build a turbulent atomization 

model rooted on first principles. On the large scale, the mechanism of fragmentation is related to the classical 

instability mechanisms which are shown, though the instability threshold is far trespassed, to still echo in the 

turbulent flow that appears. On the small scale, turbulent intermittencies are related to a cascading mechanism 

with well determined properties: the model is built on the statistical properties of self-avoiding randomly 

stretched vortices. This leads to a log-stable distribution of vortices which act as the sinews of the re-

agglomeration mechanism of the ligaments produced by the breakup of the thin sheets of liquid. This eventually 

leads to a mirroring log-stable distribution of droplets. Strength of the model stems from the fact that very few 

parameters need to fitted, actually, as in most turbulence model, the average turbulent kinetic energy and 

dissipation rate are the only parameters needed. Therefore this modelling may be suited as a starting point for 

sub-grid modelling of atomization processes in CFD. 

Keywords : 
Turbulent atomization, large scale instability, small scale turbulent intermittency, ligament mediated 

fragmentation, Smoluchowski coagulation equation 

 

1 Introduction 
 Turbulent atomization models are scarce 

and most experimentalists still resort to empirical 

PDF to describe the size distribution of the droplet 

in the resulting mist. (Lefevre, 1989) is still a good 

reference on the subject. Turbulent sprays are 

mainly characterized by the huge range of scales 

that are involved. Therefore use of log-normal 

distribution has very early become a common 

practice in the community (with small adaptations 

when needed) since the logarithmic magnifying 

glass tend to make the distribution narrower. This 

eventually led Kolmogorov (1941) to devise a 

stochastic process explaining their widespread 

appearance. This modelling became famous when 

used later to describe turbulence intermittencies 

(between large and small vortices, see Rimbert, 

2010, for more details). However when the liquid 

jet is flowing rather slowly, classical linear 

instabilities are well known to govern the 

mechanism of drop formation. Therefore there is a 

bridge to build between these two worlds. The 

bridge seems to be related to the ligaments that 

have been shown to appear once high-speed 

imaging became available (see Pich & Erdman, 

1987 for instance). Maps of theses two worlds can 

be found partly in the review of Eggers and 

Villermaux (2008), as far as linear instabilities and 

ligaments re-agglomeration are concerned, and 

Gorokhovski and Herrmann (2008), as far as 

Kolmogorov theory and DNS of two-phase flows 

are concerned.  

 The goal of this paper is to show how it is 

possible to build this bridge on as solid a ground as 

possible. This will be illustrated by considering 

what is called the secondary atomization 

mechanism of a droplet but it could be extended to 

other configurations as far as the adequate large 

scale instability mechanism is considered. The gist 

of this work has been published in two papers 

(Rimbert, 2010; Rimbert and Castanet, 2011) while 

other parts have only be presented in international 

conferences (Rimbert, 2011) so far. 

 This paper is divided in two parts. Part one 

focus on the large scale modelling of the 

atomization process. It is therefore devoted to the 

study of the deformation of the bulk of the liquid 

and to the birth of the instability which starts the 

atomization. Second part focus on the small scale 

modelling of the droplet size distribution and 

relates it to turbulence intermittencies mediated re-

agglomeration of the ligaments and to log-stable 

distributions (firstly used in spray PDF in Rimbert 

& Séro-Guillaume, 2004). Theses latter are 

generalisations of lognormal laws obtained through 

a cascading mechanism related to a random self-

avoiding stretching of vortices scenario.  

 1
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2 Large scale modelling 
The non-dimensional parameters 

governing the stability of a droplet in an air stream 

are the (aerodynamic) Weber number and the 

Ohnesorge number as defined by: 
2
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where  G and  L stand respectively for the air 

density and the water density; ! is the air-water 

surface tension, #L is the liquid dynamic viscosity 

and d the droplet diameter. For not too large value 

of the Ohnesorge number, when the We number is 

high enough there appears a atomization 

mechanism known as bag-breakup. The six stages 

of this mechanism can be found in Fig. 1. Hsiang 

and Faeth (1995) presents an experimental 

determination of the bag-breakup range in the   

(We-Oh) domain.  
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Figure 1: the six stages of the bag breakup (i) inception (ii) 

deformation (iii) RT instability (iv) bag formation (v) bag 

breakup (vi) rim breakup (Rimbert & Castanet, 2011) 

 
Figure 2: drop size PDF in an industrial nozzle in the bag 

breakup We number range. Notice the three separate peaks 

(Rimbert & Castanet, 2011). 

Measurements of droplets size resulting from the 

bag breakup has been made in (Rimbert & 

Castanet, 2011) and some results are presented in 

Fig. 2. The three peaks can be related from right to 

left to the peak of the mother droplet, the peak of 

the daughter droplets related to the breakup of the 

rim and, lastly, the large peak can be related to the 

breakup of the bag. In this part we will mainly 

focus on stage (ii) and (iii) of figure 1.  

2.1 Droplet deformation and breakup 

 Stage (ii) is modelled using the DDB 

theory of Ibrahim et al. (1995). The droplet is 

assumed to deform into a spheroid whose great axis 

is oscillating according to a non-linear second order 

differential which can be linearized around the 

initial spherical shape. The discriminant of the 

linearized equation can be written (Rimbert, 2011) 
2
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Where the two characteristic times are defined by:  
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The first one is the Rayleigh characteristic time of 

the droplet oscillation while the second one is 

viscous damping characteristic time. Note that Oh = 

tRay/tV. 

2.2 Large scale instabilities 

 Stage (iii) can be related to the growth of 

the classical Rayleigh-Taylor instability and more 

details can be found in (Rimbert & Castanet, 2011). 

The most amplified wavelength of the RT 

instability and its growth rate are given in the 

following equation: 
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Zhao et al. (2010) and concurrently Rimbert & 

Castanet (2011) have shown that by using the 

deformed droplet drag law to determine the 

deceleration f it is possible to determine the number 

of wavelength appearing on the drop surface and 

therefore to distinguish between turbulent 

atomization mechanism as can be found on Fig. 3. 

There are some discrepancies in the modelling 

(DDB model is replaced by correlation in the 

concurrent model) as well as in whether bag-

breakup should be related to one-wave growth or to 

two-wave growth. 

2.3 Secondary breakup classification 

 More recently, using the same kind of 

modelling, Rimbert (2011) has shown that by 

comparing the rise time of the oscillating droplet to 

the characteristic growth time of the instability, the 

classical assumption that droplet deform elliptically 
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before the instability do start writes or 

equally 

1 RT risen t .

2 2 34 cOh Oh KWe& / / 4 , 

where K is a function of We. The corresponding 

domain are depicted on Fig. 3. Note also that this 

results in no oscillation above a given threshold Ohc 

= 1.44 and therefore no instability can occur.  

Dome 

Bowl 
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One wave 

Two waves 

Three waves 

Slow deform. 

Fast deform. 

Non 
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Figure 3: We-Oh diagram of different domains of 

atomization obtained by combining DDB theory and RT 

instability. (Rimbert, 2011) 

 The number of droplets obtained from 

these large scale instabilities which eventually 

results in the building up of the rim and its breakup 

have been studied somewhat differently in Zhao et 

al. (2010) and Rimbert & Castanet (2011). 

3 Small scale modelling 
 Small droplets are mainly the result of the 

breakup of the burst of the bag. Pilch and Erdman 

have shown that this eventually resulted in a large 

production of small ligaments. Villermaux and co-

workers have emphasized that these ligaments were 

to reorganize in a re-agglomeration mechanism. 

They therefore devised a non-turbulent self-

convolution mechanism which involves some new 

parameters in a (yet) unknown manner. 

3.1 Turbulent reorganisation of 

ligaments 

 Rather than resorting to this new, 

uncomplete and non turbulent theory, Rimbert & 

Castanet (2011) decided to resort to classical 

Smoluchowski agglomeration equation which 

reads:  
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Where n is the number of droplet of diameter d and 

a is the turbulent aggregation kernel (assumed 

constant for the sake of simplicity) given by 

0 / / Gan u x 6 74 4  , 

where 6 is the turbulence dissipation rate and 7G is 

the kinematic viscosity of the gas phase.  

By assuming that the aggregation characteristic 

time is also supposed to be much shorter than the 

overall aggregation time t which will be set as equal 

to the turbulent integral time 8int i.e. aggregation can 

be supposed to occur inside the largest eddies, one 

gets:  
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Where Lint is the integral scale of turbulence and k 

is the turbulent kinetic energy. Therefore there is a 

direct relationship between log(d) and log(6), the 

last term being known to show great variability 

called intermittencies.  

3.2 Link to turbulence 

intermittencies 

 Theses intermittencies in the dissipation 

rate are known to be related the presence of both 

slowly rotating large eddies and rapidly rotating 

small eddies. By writing the evolution equation of 

such an eddy in a random environment and by 

taking into account that vorticity conservation 

ensures that vortex lines cannot be self-intersecting 

(cf. Fig. 4), Rimbert (2010) has shown that vortex 

line can be mapped into Self-Avoiding walk or 

SAW. 

: 

; 

 
Figure 4: A sample of a self-avoiding walk (SAW). In 

turbulence, vortices are known to be both randomly 

stretched and self avoiding. Therefore ther exists a mapping 

between vortices and SAW. 

This results in a distribution of vorticity, and 

henceforth, of dissipation given by a log-stable law, 

a generalisation of lognormal law. The main 

difference between the two laws being that stable 

laws do not have analytically closed form but only 

analytically closed Fourier transform given by: 
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The most important parameter of these distributions 

is the stability index : (which is equal to 2 for 

Gaussian distribution and 1 for Cauchy distribution 
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as they are special cases, admitting an analytical 

form of stable distributions). As stable laws can be 

skewed either to the left or to the right, a skewness 

parameter < whose value range between -1 and 1 is 

the second parameter. Lastly, the scale parameter = 

and the shift parameter > are the closest to the 

standard deviation and the mean of normal 

Gaussian distribution but, they can firstly differ 

(when defined) and, secondly, strongly depend on 

the chosen form of the characteristic function. 

Using scaling properties of SAW, they were found 

to be : = 1.70 for the stability index and < = -1 for 

the asymmetry parameter. From experimental 

results, the scale parameter is given by 

ln ln:
6

$
=

I
' (

" * +
, -

 

where $ is the Taylor micro-scale and I is the 

Kolmogorov scale. For turbulent intermittency, the 

shift parameter >ln6 was left undetermined but has 

been shown to be related to the logarithm of the 

Taylor scale for log-stable spray PDF. 

3.3 Log stable PDF in atomization 

 
Figure 5: size distribution of the droplets related to the 

breakup of the bag.  

 Fig. 5 shows that droplet size PDF 

stemming from the bag can indeed be modelled 

using log-stable laws. Moreover width of the 

distribution can be related to the ratio between the 

Taylor and Kolmogorov scales, both of which can 

be determined knowing the local value of the 

turbulent kinetic energy k and dissipation rate 6 

4 Conclusion 

 As can be seen in the preceding section, 

the strength of this model is that once k and 6 are 

known, all the characteristic length of turbulence 

can be determined as well as the intermittent 

distribution of vorticity and dissipation. This can 

then be used to build a turbulent agglomeration 

mechanism which eventually leads to a log-stable 

droplet size distribution whose parameters can be 

each computed. Therefore it could be used to build 

a source term for subgrid modelling of the spray 

texture, such as the inclusion of an interfacial area 

concentration equation (Rimbert & Séro-

Guillaume, 2005) for instance. 
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Challenges of Studying Primary Atomization by Simulations

M. Herrmann

School for Engineering of Matter, Transport and Energy, Arizona State University, Tempe, AZ 85287

Understanding the physical details of the initial breakup of injected liquid fuel jets remains one
of the outstanding problems in multi-phase flows. While significant progress has been made in
the past years to study the primary atomization region experimentally, using for example ballistic
imaging [1, 2] and X-ray techniques [3, 4], such analysis cannot yet provide the full 4-D data needed
for a detailed analysis. Numerical simulations, on the other hand, have the potential to generate
the needed comprehensive 4-D data sets. Several studies with this goal have been published in
recent years, an incomplete list contains the work of [5–18]. However, to become a tool that can
be used complimentary to or even instead of experimental analysis, numerical simulations have to
fulfill a list of requirements. These include governing equations ideally derived from first principle,
consistent code and solution verification, and validation if modeling assumptions are introduced.
Fulfilling these requirements, discussed in more detail in the following sections, remains a challenge.

Governing Equations

In single phase flows, the Navier-Stokes equations are commonly accepted to be valid from first
principle. However, in liquid/gas flows, the phase interface represents a change in material proper-
ties on scales associated with the mean free path of molecules. On such length scales, the continuum
hypothesis inherent in the Navier-Stokes equations is no longer valid requiring instead a statistical
mechanics description. Enforcing the continuum hypothesis, i.e. limiting a mesh Knudsen number
to be much smaller than unity, turns the phase interface effectively into a material discontinuity in
the Navier-Stokes equations. In non-atomizing liquid/gas flows, this is not problematic, although
it poses a number of numerical challenges. In atomizing flows, however, the length scale associated
with the actual break-up event goes to zero at the instant of topology change. The associated
Knudsen number thus becomes large and the Navier-Stokes equations are no longer valid. From a
first principle point of view, the dynamics at the moment of topology change and for a short time
before and after thus have to be treated using a statistical mechanics approach which includes the
then dominant van-der Waals forces. In the absence of a statistical mechanics treatment a model
has to be introduced for the details of the topology change. The use of such a model implies that
the governing equations are no longer derived from first principle.

It remains an open question, of whether a treatment of the phase interface as a material
discontinuity using the Navier-Stokes equations is a valid approximation for atomization of liquid
jets. If the final stages of individual breakup events are dominated by instabilities represented by the
Navier-Stokes equations, e.g. shear layer, Rayleigh-Taylor, or capillary instabilities, the solutions
to the Navier-Stokes equations can be expected to capture the correct atomization physics. If the
breakup mechanism occurs via the formation and breakup of thin liquid sheets, the incorporation
of a statistical mechanics treatment to describe the sheet rupture is likely required.

Numerical Methods

For an overview of available numerical methods to solve for liquid/gas flows in the continuum
limit the reader is referred to available overview articles in the literature [19, 20]. This section is
intended to point out some of the numerical challenges a chosen method has to address to be viable
for predictive atomization simulations.

The guiding principle for choosing or designing a numerical method should be that numerical
discretization errors must be clearly differentiable from modeling errors inherent in the governing
equations. Any mixing of the two is unacceptable from a fundamental point of view, since it
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precludes solution verification and thus cannot give a fair evaluation of the error and applicability
of the model itself. Unfortunately, it remains common practice to violate this principle and either
couple physical modeling parameters directly to numerical parameters like grid spacing, or accept
modeling restrictions that limit how small grid spacings can become. An example of the former is
the topology change model inherent in fixed grid methods. The topology change model, which is
a necessity for simulations based on the continuum Navier-Stokes equations, typically consists of
a breakup length scale, such that if two opposing interface segments approach each other closer,
topology change is introduced. In fixed grid methods like the level set method or volume of fluid, the
breakup length scale is equal to the local grid spacing and thus is a numerical and not a modeling
parameter. An example of the latter are standard Lagrangian point particle spray models.

From a theoretical point of view, a chosen numerical method has to fulfill three requirements:
it has to be consistent, i.e. the numerical approximation approaches the governing PDEs under
grid and time step refinement, it has to be stable, i.e. the numerical solution remains bounded,
and it has to converge, i.e. the numerical solution approaches the solution of the governing PDEs
under grid and time step refinement. For linear, well posed initial value problems, convergence is
guaranteed if the method is both consistent and stable, however, in how far this is true for the
non-linear Navier-Stokes equations is a not fully answered question.

In fact for many numerical methods currently in use for liquid/gas flows, the formal proof of
consistency, stability, and convergence has not been achieved and thus requires further research.
For example, finite difference methods unavoidably incur a zeroth-order error in the infinity norm
at the phase interface, since even the smallest error in the position of the interface causes an
intermittent O(1) error in material properties due to their discontinuous nature. Similarly, finite
volume methods incur at least a first-order error in cells containing the phase interface. Even though
it is common practice to blend out errors at discontinuities when analyzing the convergence behavior
of numerical methods, whether this is appropriate for atomizing flows, where the atomization
process is dominated by the dynamics at the phase interface is an open question.

Code Verification

Code verification is an often overlooked key requirement for a predictive simulation tool. Its goal is
to ensure that the consistent, stable, and convergent numerical solution techniques of the governing
equations are implemented in the software correctly. To check this, the obtained numerical solution
has to follow the theoretical error convergence behavior that can be derived from the theoretical
proof of convergence of the numerical method. However, to define the error, an exact solution is
required. Exact solutions to the Navier-Stokes equations exist, however they are inadequate for
multiphase flows, since they require the introduction of simplifications and thus deactivate some
terms in the governing equations.

An alternative to using exact solutions to the Navier-Stokes equations is to use the method of
manufactured solution [21–23]. The key idea is to allow an extension of the governing equations by
adding source terms. Then, instead of trying to find an exact solution to the governing equations,
one reverses the process and chooses an exact solution and derives the source terms that would result
in the chosen exact solution. Because the exact solution is chosen, it can be arbitrarily complex and
have each term in the governing equations non-zero, i.e. active. Since code verification is a mere
mathematical exercise, the chosen exact solution need not be physical. It in fact is often beneficial
to choose exact solutions that are unphysical to thoroughly test all implementation terms.

The method of manufactured solution has proven very successful in code verification of single
phase solvers, however extension of the technique to liquid/gas flows with discontinuous phase
interfaces are areas of active research with some promising initial results [24].

26



Solution Verification

Solution verification refers to the exercise that ensures that an obtained numerical solution to the
governing equations is not unduly impacted by numerical discretization errors both in space and
time. It can be done by performing a series of simulations using varying grid and time step sizes.
Since an exact solution is typically not available to define the error, one needs to demonstrate that
the numerical solution is in the asymptotic convergence region. Note that the achievable, so-called
observed order of accuracy is usually smaller than the formal order of accuracy that Taylor series
expansions of the employed numerical method can provide.

Roache [25] established a formal method of reporting solution verification results by introducing
the so-called grid convergence index (GCI). It is based on Richardson-extrapolation and includes
a formal quantitative measure of whether a solution is in the asymptotic range. Although the
GCI in principle can establish whether a solution is verified, its application to liquid/gas flows
with phase interfaces is complicated by the fact that the phase interface is a discontinuity in the
continuum limit. Further research is needed of how to consistently incorporate the phase interface
discontinuity in the GCI analysis. Among the open questions is if and how errors introduced at
the phase interface influence the simulation results away from the phase interface. As mentioned
above, some numerical methods are by definition prone to zeroth- or first-order errors at the phase
interface. While it is believed that such methods are not dominated by these errors away from the
interface, it remains to be conclusively proven for the case of atomizing flows.

Solution verification ought to be performed for each reported simulation result, even if initial and
boundary conditions do not significantly change. The common practice of establishing a required
resolution either by physical arguments or by solution verification of a single operating condition
is understandable from a simulation cost perspective, but not sufficient. Such arguments can only
be made to give guidance on the likely necessary resolution, which then still has to be verified.
Using the guidance, this can then be done in a cost effective manner by performing grid/time step
coarsening instead of refinement.

As for code verification, a major complication for solution verification is the typical inherent
mixing of modeling and numerical parameters. It is a crucial prerequisite for both code and solution
verification, that modeling parameters are independent of mesh parameters it otherwise becomes
impossible to differentiate between modeling errors and numerical errors. Examples of models for
atomizing flows that are typically coupled to local mesh scales and thus would require further
improvements include the treatment of the delta function in the surface tension term of the Navier-
Stokes equation [26, 27], the Lagrangian point particle approximation in spray models, and topology
change models in fixed grid methods.

Validation

The purpose of validation is to ensure that the correct governing equations for the analyzed physical
problem are solved. It can only be performed after successful code verification and only using
numerical results that have undergone solution verification.

One challenge for validating simulation tools for atomizing flows lies in the limited available
experimental validation data. With few exceptions, experimental data is available only in regions
far away from the injector, consists of integral quantities, and does not fully define all boundary or
initial conditions. There is in fact a severe lack of quality experimental data useable for validation
and significant efforts should be made to establish these data sets in the near future.

Furthermore, although simulations are deterministic in nature, small changes in boundary and
initial conditions can have different outcomes. As such a validation simulation has to be performed
for an ensemble of boundary and initial conditions that represent the experimental conditions and
it is the ensemble averages that have to be compared.
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It must be stressed that reproducing experimentally obtained results while adjusting model
parameters is not validation. Validation simulations should be performed without any knowledge
of the experimental results, except for the boundary and initial conditions. Only after solution
verification should the numerical results be quantitatively compared to the experimental results.
If at that stage, a discrepancy is found and the model is adjusted, the simulation is no longer a
validation and a new validation case has to be performed.

Prediction

Prediction is the generation of solution verified simulation results for which no experimental data is
available. A code verified and validated simulation tool generating solution verified predicted data
sets of the atomization process will be the ideal tool to study atomization and help derive lower
order models for engineering applications. However, the requirement of code verification, the need
for ensemble average solution verified validation, and ensemble averaged solution verified prediction
drastically increases computational cost. Although, using todays computational resources, single
non-verified simulations of the atomization process are possible, following the outlined procedure
adds orders of magnitude more cost. However, with the continued fast paced growth of supercom-
puters, the required computational power will become available in the next one to two decades.
At that point, and perhaps significantly earlier, simulations will be able to enhance and perhaps
replace experiments as the preeminent scientific discovery tool for atomizing flows.
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Motivation 
Performance and emission characteristics of gas turbine combustors are crucially dependent on 
the spray characteristics, especially the droplet size distribution. The increasing demands of 
higher efficiency and stringent emission regulations require design of combustors with reduced 
factors of safety in performance and emission issues. The availability of powerful computing 
platforms has made CFD with improved prediction capabilities a viable tool for design of 
combustors and reduced the requirement of expensive experimental studies in the design process. 
However, in the CFD modeling of spray combustors, a major area of uncertainty is the initial size 
and velocity distribution of droplets in the spray at the combustor inlet. The capability of the CFD 
code to predict crucial phenomena like cold start-up, ignition, flame stability, and emission of 
soot, hydrocarbons and NOx depends on the correct prescription of the initial spray condition. The 
present state of the art approach relies on experimental observations and/or empirical correlations, 
both of which depend on the injector geometry and operating conditions. However, the demands 
of efficiency and emission often require design of not only the combustor but innovative design 
of the injector as well. Modern gas turbine combustors use innovative injector designs like hybrid 
atomizers, which combine the benefits of both pressure-swirl and airblast injectors [1].Depending 
on the liquid injection pressure and air flow rates, these injectors can behave like pressure-swirl 
or airblast atomizers. Since the atomization mechanisms for pressure-swirl and airblast atomizers 
are fundamentally different [2], design of these injectors require detailed investigation of the 
atomization process. In such cases, comprehensive predictive models, with minimum dependence 
on empiricism, are necessary at the design stage. Moreover, the experimental studies for 
determining spray characteristics mostly concentrate on behavior at ambient pressure and cold 
conditions. Reliable experiments at high pressure and high temperature are difficult and relatively 
scarce. Comprehensive predictive models can be very useful in such situations also. 
 
Basic Steps in Modeling 
The objective of the comprehensive model is to predict droplet size and velocity distribution in 
the spray from input data of the geometry and operating conditions of the atomizer. The basic 
steps in the modeling are: (i) modeling of the internal hydrodynamics of the injector leading to 
prediction of the liquid sheet velocity and thickness and spray cone angle (ii) modeling of the 
primary and secondary breakup of the liquid sheet with inputs from the internal hydrodynamics 
model leading to the prediction of breakup length and mean droplet diameter and (iii) prediction 
of the droplet size and velocity distribution of the polydisperse spray using the predicted mean 
droplet diameter and primary breakup length. The overall structure of the model can be 
represented as shown in Fig. 1.  

 
Fig.1: Schematic of the comprehensive model 
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A full comprehensive model incorporating all the three modules is rare. However, comprehensive 
models incorporating some of the above sub-models have been reported. Liao et al. [3] and 
Ibrahim and Jog [4] incorporated the first two modules in their analysis of pressure-swirl 
atomizers while Kim et al. [5], Movahednejad et al. [6] and Nath et al. [7, 8] combined the last 
two modules in their analyses. Liao et al. [3] and Movahednejad et al. [6] used linear analysis in 
their breakup model while nonlinear breakup models were used in [4, 5, 7, 8]. 
 
Modeling of Internal Hydrodynamics of Injectors 
The simulation of the flowfield inside the injector has been probably the mostly widely studied 
component of the above model. Most of these studies, e.g., Dash et al. [9] and Ibrahim and Jog 
[4] used fixed grid Eulerian approaches like Volume of Fluid (VOF) to locate the interface profile 
for the liquid sheet. Datta and Som [10] used a thermodynamic criterion for the same purpose. An 
alternative approach for modeling the two phase flow in the atomizer is the Arbitrary Eulerian 
Lagrangian (ALE) method used by Sakman et al. [11] and Jeng et al. [12]. However, these works 
investigated only pressure-swirl atomizers. On the other hand, Chin et al. [13] modeled the 
internal hydrodynamics of a hybrid atomizer. But they did not focus on the interface profile. Very 
recently, Chatterjee et al. [14] and Mahapatra et al. [15] simulated the hydrodynamics of a hybrid 
atomizer using a VOF-based model. Their work investigated the effect of variation of different 
geometrical parameters and inlet positions on the flowfield. They also explored the impact of 

providing recession in the inner air and liquid conduits. Of the 
three modules of the comprehensive modeling mentioned in the 
previous paragraph, this part is the most well-established and 
widely accepted. Experimental validation of the predicted 
flowfield using optical techniques like PIV has added further 
credence to the results. 
 
Modeling of Breakup of Liquid Sheets 
This module is the most complicated and controversial part of 
the comprehensive model. The popular approach [5, 16, 8] is to 
assume that the longitudinal waves corresponding to the wave 
number giving highest growth rate grows and eventually leads 
to breakup of the liquid sheet into ligaments. The breakup, 
occurs when the waves on the two interfaces touch each other. 
After the sheet breaks up, ligaments are formed. The ligaments 
so formed undergo further breakup according to Rayleigh 
theory to form drops of equal size. The spray formation process 
is schematically represented in Fig. 2. Traditionally, linear 
analysis is used for the breakup of the sheets into ligaments. In 
the linear analysis, the breakup is said to occur when the 
amplitude of the disturbance reaches a critical value (generally 
based on the analysis of Clark and Dombrowski [17] for planar 
liquid sheets). However, more accurate nonlinear analysis has 
also been done to determine the breakup length [18, 19, 7]. In 
all these analyses, temporal instability has been used to 
determine the dimensionless breakup time, which is equated to 
the dimensionless breakup length, using Gaster transformation. 
An alternative approach is to combine the linear analysis with 
experiments using high speed visualization to determine the 
amplitude at breakup [20] as shown in Fig. 3. In addition to the 
stability analysis, nonlinear analysis has also been done using 
vortex dynamics methods [21, 22] and approximate numerical 
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 Fig. 2: Schematic of sheet 
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formation 
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techniques [23]. However, there is some lack of consensus on 
the exact mechanism of the primary breakup of liquid sheets at 
different conditions. Especially, some authors have questioned 
the breakup due to longitudinal mode of instability alone. This 
is an area which requires more investigations. High speed 
visualization, as in [24, 25, 16] can add to the present level of 
understanding. Detailed numerical simulations have also been 
attempted. Park and Heister [26] used BEM-based solution for 
breakup of liquid sheets, assumed inviscid, in pressure-swirl 
atomizers. Their simulation predicted the droplet size 
distribution from first principles. Siamas et al. [27] used DNS 
for determining the near-field dynamics of annular liquid sheets 
in presence of coflowing gases. Although these approaches [26, 
27] give very detailed picture of the fluid dynamics of liquid 
sheet breakup, they are too expensive for use as design tools. 

Consequently, more work is needed to develop predictive models for liquid sheet breakup at 
reasonable computational cost. In addition, there is scope of significant amount of work for the 
breakup of ligament into drops.  
 
Prediction of Droplet Size and Distribution 
This module of the predictive model accounts for the stochastic nature of the spray formation 
process and leads to prediction of probability distribution functions (pdf) for droplet size and 
velocity in the spray. The traditional approach of using empirical distribution functions is of 
limited use in the design of new classes of injectors for which sufficient data may not be 
available. Although the approach of Heister and coworkers (e.g., [26]) directly lead to the 
development of the pdf for droplet size, such approach, as mentioned before, is too expensive for 
use as a design tool. The common approaches [28] for predicting the size and velocity pdf are 
based on use of either maximum entropy formulation (MEF) or discrete probability function 
(DPF). Of the two, the maximum entropy formulation has been used more commonly. The 
method is based on the concept of maximizing information entropy subject to certain constraints 
posed by different conservation equations. Different variants of this method have been developed 
by Li, Tankin and coworkers (e.g., [29, 30]), Sellens, Brzustowski and coworkers (e.g., [31, 32) 
and Domouchel and coworkers (e.g., [33, 34]). The distribution functions can be expressed in 
terms of both droplet number based distribution and droplet volume based distribution. Similarly, 
prior distribution functions may or may not be necessary depending on whether Bayesian entropy 
or Shannon entropy is used. In the context of the comprehensive model, the drop diameter 
predicted by the breakup model is considered as the mass mean diameter of the distribution. In 
addition, the breakup length predicted by the breakup model, is used to calculate the loss of 
momentum and energy of the liquid sheet due to drag [35, 5, 8]. The MEF models can be fine-
tuned through comparison with the experimental predictions from Phase Doppler Particle 
Analyzer (PDPA). 
 
Summary 
Although the individual sub-modules of the comprehensive model have been developed to a 
reasonable extent, their coupling is still in a nascent stage. However the importance of 
comprehensive predictive models in CFD-based design of gas turbine combustion systems is 
obvious. This is especially true for new classes of injectors with widely different working 
principles like hybrid atomizers and effervescent atomizers. 
 
 
 

 Fig. 3: Schematic of 
amplitude of disturbance on 

liquid sheet [20] 
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Abstract 

Simplex or pressure swirl atomizers are used 

to produce liquid sprays in a variety of 

applications that cover a wide range of flow 

conditions.  The geometry of a pressure swirl 

atomizer is fairly simple but the flow through 

the atomizer is quite complex as it involves two 

phases, regions of recirculation, unsteady and 

turbulent flow. In many applications the liquid 

exhibits non-Newtonian rheology and time 

varying surface tension which adds further 

complexities to computationally model the flow 

in the atomizer.  The ability to accurately predict 

the two-phase flow of such complex fluids in 

pressure swirl atomizers and to evaluate the 

effects of nozzle geometry, flow conditions, and 

liquid properties on the atomizer performance is 

critical to improve nozzle designs. An overview 

of the work in this area is presented along with 

opportunities for Indo-US research 

collaborations. 

 

Introduction 

Simplex atomizers have many desirable 

characteristics that include simplicity of 

construction, ease of manufacture even in small 

size, reliability, good atomization quality, low 

clogging tendencies, and low pumping power 

requirements [1].  These advantages have made 

it a versatile atomizer.  A commonly used 

geometry of a simplex atomizer is shown in 

Figure 1.  The tangential inlet slots result in 

imparting a swirling motion to the liquid as it 

enters the swirl (or spin) chamber. A convergent 

section accelerates the flow as it enters the exit 

orifice.  The swirl motion of the liquid pushes it 

close to the wall and creates a zone of low 

pressure along the center line which results in 

back flow of air in the nozzle creating an air-

cored vortex. The liquid emanates from the 

orifice as a conical sheet that becomes unstable 

and undergoes a complex process of breakup to 

form a spray.           

The important performance parameters are: 

the liquid film thickness which governs the 

mean spray droplet size (typically Sauter Mean 

Diameter), the spray cone angle, and the 

discharge coefficient [2].   

 

 
Figure 1: A schematic of a pressure swirl atomizer 

 

The performance of the atomizer is 

governed by the liquid properties, injection flow 

conditions and nozzle geometry. For Newtonian 

fluids, as the mass flow rate through the nozzle 

is increased from zero, the performance 

parameters change significantly at first, but 

eventually at high mass flow rate the discharge 

coefficient, the film thickness, and the spray 

cone angle become insensitive to the variations 

in flow Reynolds number [3].  Simplex 

atomizers are typically designed to operate in 

this range as a consistent performance can be 

expected irrespective of small changes in the 

inlet pressure.  As such, in this regime, inlet 

flow conditions tend to have only a small effect 

on the atomizer performance.  Hence most of the 

work on simplex atomizers has generally 

focused on investigation of the effect of nozzle 

geometry and liquid properties on atomizer 

performance [4-10].  Moreover, if the liquid 

properties are fixed for a given application, 

change in nozzle geometry becomes an effective 

method to achieve desired atomizer 

performance.  
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Many applications involve fluids that exhibit 

non-Newtonian flow behavior, which include, 

among others, atomization of aqueous polymeric 

solutions in manufacturing of pharmaceutical 

products, paint sprays, spray drying of food and 

detergents, consumer product sprays in 

household products, medical drug delivery for 

respiratory system, and agricultural sprays [11-

13].  In spite of these applications, the vast 

majority of studies on liquid atomization using a 

simplex atomizer have been carried out with 

Newtonian fluids.  Atomizers are typically 

designed for, and tested with, Newtonian fluids. 

As such investigation of non-Newtonian fluid 

flow through simplex atomizers is crucial to 

understand how they will perform while 

atomizing non-Newtonian fluids in a variety of 

applications. 

Often the non-Newtonian atomizing liquids 

are solutions of polymers and surfactants.  The 

apparent viscosity of the polymeric solutions 

tends to have a strong dependence of shear rate 

[14]. For example, measurements of the 

apparent viscosity of aqueous solutions of 

Hydroxyethylcellulose (HEC) for three different 

concentrations are shown in Fig. 2 [15]. HEC is 

a purely-viscous water soluble polymer. At very 

low shear rate the solution behaves as a high 

viscosity Newtonian liquid with its apparent 

viscosity close to the zero-shear value. This is 

followed by a power-law behavior with 

increasing shear rate. Such behavior is often 

represented by Carreau model [14].  Other 

polymers may have visco-elastic properties and 

may require nonlinear visco-elastic models [16].     

Surfactants have a long chain molecular 

structure with a hydrophilic head and a 

hydrophobic tail. Their adsorption at the liquid-

air interface results in reduction of the surface 

tension of the solution. This time-dependent 

phenomenon lends to a dynamic surface tension 

variation as depicted in Fig. 3 [17].  Once a new 

air-liquid surface is created, the interfacial 

tension is initially close to that of the solvent and 

then decreases with time as the surfactant 

molecules diffuse and are adsorbed at the 

interface. Once the interface is repopulated with 

surfactant molecules, the surface tension reaches 

an equilibrium value.  The equilibrium surface 

tension is a function of surfactant concentration. 

With increasing surfactant concentration,  

decreases until the critical micelle concentration 

(or CMC) and remains constant thereafter [17] 

as shown in Fig. 4.  The CMC of a surfactant is 

the concentration at which micelles (colloid-

sized clusters or aggregates of monomers) start 

to form [18]. Both shear-rate dependent viscous 

behavior and dynamic surface tension variation 

alters the flow inside the atomizer compared to a 

Newtonian fluid flow.  

 
Figure 2. Apparent viscosity variation with shear rate 

for aqueous solutions of HEC MR [15] 

 
Fig. 3. Variation of surface tension with surface age 

for three aqueous surfactant solutions [17]  

 
Fig. 4. Equilibrium surface tension variation with 

concentration [17] 
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Computational Modeling 

To computationally model the flow, one 

must be able to track the liquid/gas interface 

accurately. The location of the interface is not 

known a-priori and must be determined as part 

of the solution. Advanced computational 

methods to track the phase interface include 

Arbitrary-Lagrangian-Eulerian (ALE), Volume-

of-Fluid (VOF), and level-set method. The ALE 

method [19] is divided in two steps. The first 

step is the Lagrangian step where the grid points 

move with the local velocity.  The points on the 

interface always remain on the interface tracking 

a sharp, accurate interface.  The second step is 

the Eulerian step where a new grid is created by 

moving points back in the axial direction.  Jog 

and co-workers [2, 8-10] have developed a 

computational code based on the ALE method to 

determine the flow in a simplex atomizer and 

predict the effects of atomizer geometry on its 

performance.   

In the VOF method [20], in addition to the 

governing equations for mass and momentum 

conservation, an equation for the volume 

fraction of each phase is solved. When the 

volume fraction is between zero and one, there 

exists a fluid interface within the computational 

cell. One shortcoming of this method is that the 

sharp variations in the properties (density and 

viscosity) are spread over three to four cells. Das 

et al. [21], Donjat et al. [22], Hansen et al. [23], 

and Ibrahim and Jog [24] have employed the 

VOF method to simulate the flow in a simplex 

atomizer.  

Compared to the large number of studies on 

the experimental/analytical investigations of 

Newtonian fluid sprays, very few studies are 

available in the literature that consider flow of 

non-Newtonian fluids through simplex 

atomizers [25-27].  Som and co-workers [25-26] 

have determined experimentally as well as 

through an approximate analysis the discharge 

coefficient and spray cone angle for flow of 

time-independent, purely viscous, power-law 

non-Newtonian fluid through a simplex atomizer 

with purely tangential entry.  Mandal et al. [28] 

have computationally modeled the flow of a 

power-law fluid in a simplex atomizer. Their 

predictions of film thickness (made 

dimensionless by orifice radius), spray cone half 

angle, and the discharge coefficient with 

atomizer constant are shown for power-law 

index of 0.4 (pseudoplastic), 1 (Newtonian), and 

1.2 (dilatant).  Atomizer constant (K) is the ratio 

of the inlet area to the product of swirl chamber 

diameter and the exit orifice diameter. Increase 

in K corresponds to an increase in the inlet area 

which reduces the angular momentum of the 

fluid and results in an increase in the film 

thickness and the discharge coefficient and a 

decrease in the cone angle. There is significant 

difference in the values of these performance 

parameters for different values of n.   
 

 
Fig. 5. Variation of dimensionless thickness with 

atomizer constant  

 
Fig. 6. Variation of discharge coefficient and spray 

angle with atomizer constant 
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Atomizer performance with visco-elastic and/or 

surfactant laden liquids is likely to be more 

complicated than that shown in Figs. 5 and 6.  

Direction of Future Work and Opportunities 

for Indo-US Collaboration 

To develop a predictive model for the 

atomization process, a comprehensive approach 

must be adopted that includes a computational 

treatment of the flow in the atomizer and a 

model for the non-linear breakup process of the 

liquid sheet exiting from the atomizer.  There 

has been considerable work on the liquid sheet 

and jet instability and breakup with Newtonian 

(for example, [29-32]) as well as non-Newtonian 

fluids (for example, [12-13, 33]).  However, 

developing a comprehensive model that 

combines both the internal flow computations 

and the nonlinear breakup process external to the 

atomizer remain a challenge for non-Newtonian 

and surfactant laden fluids.  Development of 

such a comprehensive model to study the 

dynamics of the flow and spray formation for 

complex fluids would lend to opportunities for 

Indo-US research collaborations. 
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Introduction 

Liquid fuel sprays are employed in several practical devices such as liquid-fuel rocket engines, diesel engines, gas 

turbines, industrial furnaces and many others. Reaction zones are formed either in regions surrounding these droplets 

(diffusion flames) or in regions where fuel-air ratios are within the flammability limits (premixed flames). In most 

practical systems, such as in diesel engines, the combustion process is very complicated. After the formation of a 

spray (disperse liquid-phase in the gas-phase), evaporation and mixing leads to formation of combustible mixtures. 

Spray structure with regard to its spatial distribution, drop size distribution and density, is very complex. The 

process of combustion taking place in a spray has been presented by Chiu et al. [1]. To understand each and every 

process involved in spray combustion, it is necessary to have a complete knowledge of the mechanism of 

vaporization and combustion of individual droplets, effects of interaction between the droplets, and the statistical 

description of the droplets with regard to their size and spatial distribution. It is very difficult to obtain detailed 

information on the mechanism or the burning rate, by direct studies of spray combustion. The research works on 

isolated droplets fall into studies on single- and multi-component droplets under normal, micro and zero gravity 

environments, under high temperature, and high pressure environments. Numerous experimental and numerical 

studies are available in literature. 

 

Experimental Studies 

Droplet evaporation and combustion studies have been undertaken by several researchers. Godsave [2] and Spalding 

[3] carried out the earliest studies on liquid fuel droplet combustion. Several researchers have conducted isolated 

droplet combustion studies [4-9]; they considered both suspended droplets as well as free droplets in a drop chamber 

facility. The steady-state experimental setup of Godsave [2] and Spalding [3] has been quite useful to measure 

instantaneous burning rates of renewable fuels and their blends as reported in recent experimental studies [10-11]. A 

similar porous sphere setup has been used to measure the steady vaporization rates of alternative fuels such as 

alcohols and biodiesels under hot convective flow conditions. Experiments in microgravity environments [12-14] 

using either drop tower facilities or in space stations have proven to be quite useful in understanding the spherically 

symmetric evaporation and combustion features. Since several devices use high pressure environment, isolated 

suspended droplet evaporation and combustion studies in high pressure and high temperature environments have 

been studied by several researchers [15-18]. Evaporation of a suspended binary fuel droplet at elevated temperatures 

and pressures has been studied by Ghassemi et al. [19]. At low pressures, bubble formation within the liquid binary 

droplet has been observed.  

 

Numerical Studies 

Starting from simplified analytical models, comprehensive and predictive numerical models, having several levels of 

complexities, have been reported by several researchers to simulate the evaporation and combustion processes of an 

isolated spray droplet and droplet arrays under several environmental conditions [20-33]. The complexities in 

handling real gas effects and gas solubility effects in high pressure environments, water absorption in alcohol 

droplets, need for solving liquid-phase, differences in suspended and moving droplets and many more have been 

discussed in detail in these studies. 

 

Overview of Experimental and Numerical Results 

Figures 1 to 8 present various experimental and numerical results. Results from porous sphere experimental results, 

numerical simulation of moving and suspended droplet combustion, special feature in modeling alcohol combustion, 

results of moving n-dodecane droplet in high pressure nitrogen environment and droplet interaction effects are 

presented. Research has revealed that neighboring droplets exert a strong influence and therefore, a typical spray 

droplet will not have burning characteristics of an isolated droplet except when the separation distance between the 

droplets is large. In this case, a separate flame exists around each droplet.  On the other hand, when the separation 

distance between the droplets is very small, they collectively burn with a single merged flame, in which case the 

mode of burning is termed as group burning. For intermediate values of separation distance, interference effects 

such as starvation for oxygen and enhancement of heat transfer from the flame of the neighboring droplet, become 

important. 
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Figure 1: Flame photographs of methanol fed porous sphere flames 

  

 
Figure 2: Scaled Damkohler number vs. Reynolds number – demarcation of envelope and wake flames 

 

 
Figure 3: Instantaneous flame photographs of ethanol-gasoline blends: (a) 0% gasoline and (b) 30% gasoline 

 

  
Figure 4: Comparison between the burning features of suspended and moving droplets: Re0=50 (left), Re0=8 (right) 
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Figure 5: Liquid-phase streamlines at various times during the active combustion phase of methanol droplet in 

quiescent environment; d0=430 microns, Re0=0.01 

 
Figure 6: Prediction of water absorption in methanol droplet combustion 

 

 
Figure 7: Evaporation of moving n-dodecane droplets in high pressure (p = 4pc; T=2Tc) nitrogen environment 
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 4

                    
Figure 8: Experimental investigation of interference effects between two burning methanol spheres 
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Introduction 
Liquid fuel injection and atomization processes in an internal combustion engine are extremely complex 
involving transient, two-phase, turbulent flows at high pressures, with a wide range of temporal and 
spatial scales [1]. Consequently, the experimental, theoretical, and computational studies of these flows 
have been very challenging. It is also strongly influenced by flow dynamics inside the injector which is 
in turn governed by fuel properties, geometrical factors, and needle-movement. Inner nozzle flows are 
characterized by the generation of cavitation and turbulence [2]. Cavitation refers to the formation of 
bubbles in a liquid flow leading to a two-phase mixture of liquid and vapor/gas, when the local pressure 
drops below the vapor pressure of the fluid. Turbulence is generated inside the injector due to high 
pressures and abrupt geometrical changes. 

Cavitation and turbulence generated inside an injector are beneficial for the development of fuel 
spray, since the primary break-up and subsequent atomization of the liquid fuel jet can be enhanced. In 
addition, cavitation increases the liquid velocity at the nozzle exit due to the reduced exit area available 
for the liquid. Cavitation patterns extend from their starting point 
around the nozzle orifice inlet to the exit where they influence the 
formation of the emerging spray. The improved spray 
development is believed to lead to more complete combustion 
process, lower fuel consumption, and reduced particulate 
emissions. However, cavitation can also decrease the flow 
efficiency due to its affect on the exiting jet. Imploding cavitation 
bubbles inside the orifice can cause material erosion thus 
decreasing the life and performance of the injector.  

Primary breakup refers to the formation of ligaments and 
droplets from the ensuing fuel jet and occurs in a highly dense 
spray region within a short distance from the nozzle exit. They 
have been modeled assuming that the aerodynamic disturbances 
[3] play the most dominant role in breakup. Liquid jet breakup is 
known to be caused by the Kelvin-Helmholtz (KH) [3] and 
Rayleigh Taylor (RT) instabilities [4] at the interface of the two 
fluids. Kelvin-Helmholtz instability is a consequence of 
disturbances of the relative motion or high shear at the interface 
between the two phases. The Rayleigh-Taylor instability is caused 
by the inertia of the denser fluid when the system experiences an 
acceleration transverse to the interface in the direction of the 
denser fluid. Accordingly, the most commonly used atomization 
models, namely the KH and RT models are based on a linear 

Figure 1: Schematic representation of 
KH-ACT primary breakup mechanism
which is (a) aerodynamically, (b) 
turbulence, and (c) cavitation induced. 
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analysis of these instabilities. As discussed above, while the effects of cavitation and turbulence on the 
primary breakup are well established, most of the atomization models used in CFD-based engine 
simulations only consider aerodynamic jet breakup based on the KH and RT instabilities. Recent studies 
by Som et al. [5] identified the scope of improvements in KH and RT (aerodynamic) breakup models. It 
was observed that due to the absence of cavitation and turbulence effects in the primary breakup model, 
some experimental trends regarding the effects of nozzle orifice geometry could not be captured. 
Validation against the x-ray radiography data and optical spray measurements revealed certain short 
comings of the models. While the macroscopic spray characteristics were generally well predicted by 
aerodynamic breakup model, spray dispersion or spreading was underpredicted. These inadequacies of 
aerodynamic breakup models formed the major motivation for the development of Kelvin Helmholtz 
Aerodynamic Cavitation Turbulence (KH-ACT) induced primary breakup model (cf. Fig. 1).  

This extended abstract briefly describes the development, implementation, and validation of the KH-
ACT model focused towards compression ignition engine applications [6]. The abstract is organized in 
the following way: First the physical and computation model section briefly describes the nozzle flow 
and spray modeling formulations. Some KH-ACT model details and coupling (with the nozzle flow) 
strategy is also provided (cf. Fig. 2). The results and discussion section begins with a brief validation of 
the KH-ACT model. The improvements in primary breakup modeling due to the advent of KH-ACT 
model is demonstrated by simulating diesel and biodiesel nozzle flow and sprays. The future work 
section briefly mentions the planned extensions to this model for efficient design of compression 
ignition engine injection systems. 

 
Physical-Computational Model 
A mixture-based approach [7] comprising liquid fuel, vapor, and a non-condensable gas is considered 
for inner nozzle flow modeling. The mixture properties are computed by using the Reynolds-Averaged 
continuity and momentum equations. In order to account for large pressure gradients, the RNG k−∈ 
turbulence model is incorporated along with the non-equilibrium wall functions. Vapor generation and 
condensation are calculated by using the simplified solution of the Rayleigh-Plesset equation [8]. 
Further details of the physical model and governing equations can be found in Som et al. [7,9].  

The physical-numerical model for spray simulations is based on an Eulerian-Lagrangian description 
of the two-phase flow. The gas-phase flow field is 
described using the Favre-Averaged Navier-Stokes 
equations in conjunction with the RNG k-ε turbulence 
model. The length and time scales for the spray are 
too small to be resolved computationally, 
necessitating the use of sub-grid scale models to 
describe the spray physics. The spray is represented 
by a stochastic system of a discrete number of 
parcels, which are tracked computationally using a 
Lagrangian scheme. The two phases are coupled 
through the mass, momentum, and energy exchange 
terms, which are present in both the liquid- and gas-
phase equations. Further details can be found in Refs. 
[1,2,6,10]. Figure 1 shows different primary breakup 
mechanisms modeled [1,2,6]. High relative velocities 
between the liquid and the gas phase induce aerodynamic shear force at the liquid-gas interphase 

Figure 2: Coupling of the primary breakup models 
with inner nozzle flow simulations. The breakup 
length shows regime of operation for primary and 
secondary breakup models. 
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causing aerodynamic breakup. Cavitation patterns generated inside the injector nozzle can reach the 
nozzle exit, and their implosion enhances jet atomization as depicted in Fig. 1c. The underlying 
assumption is that cavitation patterns are transported to the jet periphery by the turbulence velocity 
inside the liquid, and either burst at the periphery or collapse before reaching it. The turbulent 
fluctuations in the jet are responsible for the initial perturbations on the jet surface. These waves grow 
according to KH instabilities until they breakup from the 
surface (cf. Fig. 1b). 

 

Results 
Optical methods have generally been used to characterize 
the atomization and vaporization processes in diesel 
engines and to validate the spray models. These methods 
have intrinsic limitations in the near nozzle region, where 
the light is scattered by the dense spray. In recent years, 
new techniques, such as x-ray radiography [11,12] have 
been developed at Argonne National Laboratory, which 
are capable of characterizing flows in the primary 
breakup region. Since the main interaction between the 
spray and x-rays is absorption, rather than scattering, the 
technique can provide temporally and spatially resolved 
fuel mass distribution in the near nozzle region, 
permitting analysis that cannot be performed using 
optical spray data. Figure 3 presents x-ray data [12] and 
comparison between the standard KH model and the new 
primary breakup KH-ACT model in terms of transverse 
distributions of projected density (i.e., fuel dispersion). 
The projected mass density profiles exhibit Gaussian 
distribution for both the measurements and simulations. 
In general, it is seen that the KH model over-predicts 
mass density and underpredicts spray dispersion. With 
the KH-ACT model, results improve both in terms of peak values and spray dispersion. Since the new 
model predicts faster breakup than the standard 
model, more child droplets are produced which 
spread more thus improving spray dispersion. In 
general, it is seen that the KH-ACT model agrees 
closer to experimental data. The KH-ACT model is 
then implemented for capturing the nozzle flow and 
spray characteristics of biodiesel fuel. 

The possibility of using pure biodiesel in a diesel 
engine is a lucrative option. The influence of 
differences in properties on inner nozzle flow and 
spray behavior needs to be established in order to 
achieve optimal use of biodiesel. Figure 4 presents 
the vapor volume fraction contours for diesel and 
biodiesel which indicate that vapor generation 
occurs at the orifice inlet for both the fuels. For 

Figure 3: Comparison of KH-ACT against KH 
model vs. experimental data [12] at different 
axial locations from the injector. 

Figure 4: Vapor fraction contours for diesel and 
biodiesel inside the injector, at the mid-plane and 
orifice. The simulations were performed at full needle 
open position with Pinj = 1300 bar and Pback = 30 bar. 
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diesel, these cavitation contours, generated at the upper side of the orifice, reach the orifice exit. In 
contrast, for biodiesel, the cavitation contours only extend a few microns into the orifice and do not 
reach the injector exit. The other two views also indicate that the amount of cavitation is significantly 
reduced for biodiesel compared to diesel. This can primarily be attributed to the low vapor pressure and 
high viscosity of biodiesel compared with that of diesel [6]. Since cavitation plays a significant role in 
primary breakup, the atomization and spray behavior 
of these fuels is expected to be different. 

Figure 5 presents the predicted and measured 
[13] liquid lengths versus ambient temperature for 
diesel and biodiesel fuels. As the ambient 
temperature is increased, the liquid length decreases 
due to the enhanced vaporization rate. The liquid 
length for biodiesel is noticeably higher than that for 
diesel. This could have important implications for 
running the same diesel engine with biodiesel, since 
the use of biodiesel may require changes in the piston 
bowl design or in the injection and/or ambient 
conditions in order to ensure similar liquid lengths 
for the two fuels. The liquid length is higher for 
biodiesel due to slower breakup resulting from 
reduced cavitation and turbulence at the nozzle exit, 
higher fuel density, and higher heat of vaporization 
compared to diesel fuel. 

Future studies will focus on dynamic-coupling of nozzle flow and spray processes. Current set of 
simulations were performed with quasi-dynamic coupling i.e., nozzle flow results influenced the spray-
combustion development only. Dynamic-coupling will enable a two-way coupling thus changes in 
combustion characteristics will influence the development of flow inside the injector nozzle and vice-
versa. This will eventually results in a predictive tool for designing compression ignition engines for 
engine manufacturers. 

 
References 
 

1. S. Som, S.K. Aggarwal, Combustion and Flame 157: 1179-1193, 2010. 
2. S. Som, A.I. Ramirez, D.E. Longman, S.K. Aggarwal, Fuel 90: 1267-1276, 2011. 
3.  R.D. Reitz, Atomization and Spray Technology 3: 309-337, 1987. 
4.  M.A. Patterson, R.D. Reitz, SAE Paper No. 980131, 1998.  
5.  S. Som, S.K. Aggarwal, Atomization and Sprays 19(9): 885-903, 2009. 
6. S. Som, D.E. Longman, A.I. Ramirez, S.K. Aggarwal, Fuel 89: 4014-4024, 2010. 
7. S. Som, et al., Journal of Engineering for Gas Turbine and Power 132: 1-1 to 1-12,  2009. 
8. E.C. Brennen, Cavitation and bubble dynamics. Oxford University Press; 1995. 
9. S. Som, PhD thesis, University of Illinois at Chicago; 2009. 
10. S. Som, D.E. Longman, Energy and Fuels 25: 1373-1386, 2011. 
11. J. Wang, Journal of Synchrotron Radiation 12: 197-207, 2005. 
12. A.I. Ramirez, S. Som, S.K. Aggarwal, et al., Experiments in Fluids 47: 119-134, 2009. 
13. B.S. Higgins, C.J. Mueller, D.L. Siebers, SAE Paper No. 1999-01-0519, 1999. 

Figure 5: Measured [13] and predicted liquid lengths 
versus ambient gas temperature. 
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ABSTRACT: INTERNAL COMBUSTION ENGINE SPRAYS 
 

John Abraham 

School of Mechanical Engineering, Purdue University  

Indiana 47907-2088, USA 
 

 Modern internal combustion engines running on liquid fuels employ injection of 

the liquid as the primary means of supplying the fuel to the engine. In spark-ignition (SI) 

engines, this may be achieved through port fuel injection (PFI), throttle-body injection 

(TBI), or direct-injection (DI) into the combustion chamber. In compression-ignition (CI) 

engines, injection may be into the port or, more likely, early during the intake cycle, as in 

homogeneous-charge compression-ignition (HCCI) engines, or into the chamber late in 

the compression cycle as in conventional diesel engines. Indirect injection into a 

secondary chamber has been employed in the past but is not considered an attractive 

option in modern engines. Injection pressures can vary from 2-3 bar in PFI engines to 

2000 bar or higher in conventional direct-injection diesel engines. Injection systems may 

be electronically controlled as in PFI and common-rail systems or mechanically 

controlled. 

 At the lower end of injection pressures (2-3 bar), e.g. in PFI and TBI engines, the 

injection momentum is relatively small and injection is employed primarily as a means of 

fuel delivery and not to induce fuel/air mixing. The air motion is responsible for the 

mixing. Injection is usually into air which is at or below atmospheric pressure. 

Temperature of the air can vary from ambient during cold start to as high as 350 K in 

warm operating engines.  Drop sizes are generally large (100 -200 µm SMD) and 

impingement with surfaces (for example, the backside of the intake valve and port 

runners) is common. During cold-start, this impingement can lead to difficulty in 

controlling the fuel/air mixture composition and to high exhaust emissions. Direct-

injection into the cylinder at lower injection pressures during the intake and compression 

strokes are with higher injection momentum relative to those in PFI engines. They induce 

some level of mixing which is then enhanced by in-cylinder air motion. Interaction with 

piston and cylinder surfaces is common. In early-injection compression-ignition engines, 

this interaction is not desired. It can generate fuel distribution in the chamber that may 

lead to lower efficiencies and high levels of UHC and CO emissions. If the objective is to 

generate a homogeneous charge, interaction with the surface can lead to compositional 

stratification which may not be desirable. In direct-injection spark-ignition (DISI) 

engines, the interaction with walls can be exploited, as discussed below.  

Typical injection pressures in DISI engines are lower than 200 bar. Injection may 

be through single or multiple holes. Injection may take place into the chamber when the 

pressure is close to atmospheric (during intake stroke) or 20-30 bar as when injection is 

closer to top-dead center. When the fuel is injected during the intake stroke, at high loads, 

the engine operates like a homogenous-charge engine. At lighter loads, the fuel is 

injected during the compression stroke and the mixture is overall lean and stratified. The 

vaporization of the fuel within the cylinder results in a decrease in mixture temperature. 

This reduces the tendency to knock – hence, DISI engines can run at higher compression 

ratios than PFI engines. It is important to inject the fuel so that the fuel is accessible at the 

spark-plug during ignition. Various strategies are adopted to achieve this. Figure 1 shows 
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a schematic of three of the more common approaches: (a) wall-guided spray systems in 

which the spray is guided by the geometry of the wall towards the spark-plug, (b) air-

guided spray system in which the air-motion, e.g. tumble, swirl, squish, within the 

chamber is exploited to advect the spray to the spark-plug, and (c) spray-guided systems 

in which the spray orientation is such that the spray, or one spray in a multi-hole nozzle, 

is directed towards the vicinity of the spark-plug.  

 

 
(a) Wall-guided.                     (b) Air-guided.                       (c) Spray-guided. 

 

Figure 1. DISI combustion chamber designs. 

 

Several types of injectors have been investigated for delivering the fuel in DISI 

engines. These include pressure-swirl atomizers, air-assist atomizers, and single-hole and 

multi-hole injectors delivering solid-cone sprays. In DISI engines and variations of the 

HCCI engine concept, the development of improved engines can be accelerated by 

improved understanding of atomization and spray structure and interaction of the spray 

with the wall. This is especially important when employing multidimensional spray 

models to aid in the development process (Abraham, 2011).  

Injection in DI diesel engines is at high pressure, e.g. 2000 bar or higher, into a 

chamber where the temperature is in the range of 800-1200 K and the pressure is 50 to 

100 bar prior to combustion. Solid-cone sprays are the norm in diesel engines. The liquid 

is atomized to drops whose SMD lie in the range of 1-10 microns. Measurements in the 

atomizing region of the spray are difficult and so drop sizes in this region have to be 

deduced through theoretical arguments from measurements at the periphery of the spray 

or from measurements in the dilute spray at several hundred diameters downstream of 

the orifice. This deduction often involves the use of multidimensional models in which 

drop sizes are estimated from models in the atomization region and then matched to those 

measured downstream. This is a difficult task prone to errors because of numerical 

inaccuracies in such models, and inadequate understanding of atomization and drop-

interaction submodels. The atomization mechanism in diesel sprays is not well 

understood. From a practical point of view, this lack of understanding does not appear to 

be of much consequence in high-temperature high-pressure operation for reasons 

explained in the next paragraph, but under cold-start conditions, it can be consequential. 

From the point of view of spray modeling, the lack of understanding of atomization and 

the near-field of the dense sprays poses difficulties in specifying initial and boundary 

conditions with any certainty. As a result, several atomization models (for example, 

Bracco, 1985; Reitz, 1987; O’Rourke and Amsden, 1987; Andrews, 1993) with tunable 
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constants have been proposed and the constants may be adjusted to achieve desired 

results. These results are often highly sensitive to numerical resolution when employing 

Lagrangian models for the liquid phase (Abraham, 1997; Iyer and Abraham, 1997; Aneja 

and Abraham, 1998),  lending another dimension of uncertainty to modeling sprays. Grid 

independent results can be obtained with Eulerian models but they are computationally 

intensive (Iyer et al., 2003; Iyer and Abraham, 2005). 

The drops generated through atomization transfer momentum to the chamber gas, 

entrain the gas, and undergo rapid vaporization. The jet penetrates as a vapor jet beyond 

the maximum length to which the drops penetrate, i.e. the liquid-phase length – this 

length can extend up to 2-3 cm (Naber and Siebers, 1996; Siebers, 1998; Siebers, 1999; 

Iyer et al., 2000; Abraham and Pickett, 2010; Bajaj et al., 2011). In fact, this vaporization 

is entrainment controlled. In other words, the drop sizes are sufficiently small that if hot 

air is available, they vaporize rapidly. The important point to note about diesel sprays is 

that because the liquid phase penetrates only to a short distance relative to the overall 

vapor penetration, precise details about atomization and drop size distribution are not 

required to characterize the overall features of the jet. The near-field of the spray where 

the liquid-phase length reaches its maximum length achieves a statistical steady-state in a 

relatively short period of time (0.1-0.3 ms). The quasi-steady structure downstream of the 

maximum liquid-phase length has been fairly well-characterized through extensive 

experimental studies (Naber and Siebers, 1996; Siebers, 1998; Huang, 2000). In fact, 

vapor jets can characterize the diesel jet well (Abraham, 1997; Iyer and Abraham, 1997; 

Abraham and Pickett, 2010; Bajaj et al., 2012). The suggestion has recently been made 

that since the chamber pressure and temperature conditions may be supercritical with 

respect to the liquid fuel, liquid drops may not exist at all (Dahms et al., 2011). Figure 2 

shows a schematic of the structure of high-pressure diesel sprays. The spray angle in the 

near-field of the jet is generally smaller than in the far-field (Reitz and Bracco, 1979; 

Bracco, 1985; Wu et al., 1983; Naber and Siebers, 1996). In the far-field these angles 

tend to approach that of the turbulent gas jet. Identified in Figure 2 are a possible 

(conflicting views exist on this) intact liquid core (L1), the liquid-phase penetration length 

(L2), a quasi-steady region of the jet (L3), and the transient head-vortex (L4).  

 
 

Figure 2: Schematic of a full-cone diesel spray 

 

In the case of engine sprays, where the injection is intermittent, it is important to 

consider the transient nature of the spray in trying to understand mixing. In figure 2, this 

transient behavior is predominant in the head-vortex. Note, however, that for a period of 

time after start of injection the part of the spray where transient mixing and development 

are important constitutes a significant fraction of the spray. When injection ends, the 
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behavior of the jets is again influenced strongly by transients. In fact, these transients can 

influence the mixing behavior in diesel engines and impact pollutant emissions 

(Musculus et al., 2007; Musculus, 2011). With the increasing use of common-rail 

injectors to deliver the fuel, there is the opportunity of using multiple injections during 

one engine cycle. Pulse injection, or the special case where two pulses are employed – 

split injection, has been shown to result in decreased emissions of soot and nitrogen 

oxides.  
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1. Introduction 

Atomization in a liquid fuelled injection system is of more importance in many industrial 

combustion processes especially in aircraft engines due to increasingly stricter norms in 

emission levels. The interest is partly due to improving fuel efficiency and one many fuel 

atomization methods commonly used in air breathing aircraft engines is by using a blast 

of air[1]. Several studies have been conducted to characterize prefilming airblast 

atomizers and the effect of various operating parameters on the spray behavior. 

Characterization of the spray helps in better understanding of the mixing process and in 

reducing the emission levels.  

Lefebrve and Miller[2] proposed a pre-filming concept for airblast atomization. They 

showed that the smaller droplets are formed by maximizing physical contact between the 

air and the liquid being injected. Smaller sized droplet formation helps in increasing the 

surface area thereby reducing the liquid vaporization time, hence providing better fuel 

efficiency. Rizk and Lefebrve[3] studied the influence of the air velocity and liquid 

properties on the drop size distribution in an airblast atomizer. Han et al.[4] investigated 

the effects of the fuel nozzle displacement on the spray characteristics and found that 

there was significant variation in cone angle, droplet number density and recirculation 

pattern of the spray. They showed that flows with high degree of swirl are characterized 

by the presence of a cetral toroidal recirculation zone (CTRZ) in addition to high 

turbulence and combustion intensity. Gurubaran et.al[5] who studied prefilming 

atomizers, concluded that the dispersion of the liquid phase moves downstream with 

increase in liquid flow rate and that the SMD decreases with increase in air-liquid mass 

flow ratio (ALR). Gurubaran et.al [6] who carried out 2D PIV and PDPA studies showed 

that droplets of smaller SMD cluster around the core while the larger droplets spread 

towards the periphery. 
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Zheng et.al[7] investigated  the structure of a contra-swirling, prefilming atomizer and 

concluded that the effects of ambient pressure on SMD distribution is small as it is 

highly dependent on the liquid sheet break up mechanism. Carvalho & Nestor [8] showed 

that increasing the velocity of the inner air causes instability and produces smaller break-

up lengths and better atomization. In the presence of the swirl, the outer atomising air 

leads to a faster decrease of the break-up length and is highly effective in obtaining a 

high quality atomization. Rosa et. al [9] studied the influence of swirl on the droplet 

behavior and velocity and turbulent fields. They show that spatial distribution of size, 

velocity and particle number density is a strong function of swirl. Investigations on the 

effect of swirl in a simplified airblast atomizer were carried out by Lavergne et.al [10] 

who concluded that the SMD and velocity distribution are greatly affected by the swirl. 

LDV measurements  to quantify the effect on swirl on turbulence quantities were carried 

out Mocikat et al[11]. They concluded that swirl (up to a swirl number of 0.5) does not 

significantly affect the turbulence quantities in a steady case while for an unsteady case it 

increases the turbulence quantities by order of magnitude. Miller et al [12] showed the 

control of swirl in a modified GE CFM56 gas turbine engine fuel atomizer through 

coanda blowing. This type of blowing increased the uniformity of the spray spread rate 

and improved flame holding. 

Feras et.al[13] studied the influence of chamber pressure, liquid flow rate and gaseous 

phase flow rate on the spray fluctuating frequency. And showed that the dynamics of the 

flow through the atomizer is dependent on the Strouhal number and is valid for a wide 

range of ambient pressure and airflow rates. Zhu et al [14] studied a combustor coupled 

with spray atomizer during unsteady combustion process. And showed that the process 

undergoes self-excited oscillations and is a strong function of atomization which itself 

depends on air flow rate.  

While earlier studies have made use of multiple diagnostic techniques like PSPA, LDV 

and 2D PIV, there has been no effort to document the three component velocity field of 

the air alone and air-liquid flows through such atomizers. The advantage of making such 

stereo PIV measurements is the capability to capture the uv, uw and vw stresses which 

can shed light on the air-liquid turbulent mixing in the atomizer. Further, most studies 

have been at high ALRs due to the challenge of making measurements at large liquid 

flow rates. In the present study, Stereo PIV has been used to characterize the flow 

behavior of a prefilming airblast atomizer operating at an ALR of unity and a swirl 
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number of 1.09 in order to quantify the effect of the swirling air flow on the liquid field. 

The PIV measurements are carried out at several axial locations and validated against 

LDV data. Limited PDPA measurements are made to obtain the radial variation of 

droplet sizes.     

2. Experimental procedure 

Figure 1 shows the schematic of the prefilming airblast atomizer used in the present 

study. The atomizer has a central pintle with six wire-cut grooves and incorporates 12 

vanes set in a frontal adaptor at an angle of 50o to the freestream. This yields a swirl 

number of 1.09.  The design of the atomizer is the same as was used in Gurubaran et. al 
[5, 6].Water was used as the liquid medium in the present study. It was required to 

maintain an air-liquid mass ratio of unity. The corresponding liquid flow rate was 

3.5l/min. 

2.1 Laser Doppler Velocimetry setup 

A 2-component TSI LDV system was used with an Isel XYZ traverse system to measure 

the 2D velocity field at an axial location of 45 mm from the atomizer exit. An FSA 4000-

P signal processor and FLOWSIZER™ software were used to analyze the data. Data 

rates between 1 and 0.8 kHz were achieved. Flow measurement area was 150 x 150 mm 

at 5 mm interval. 15,000 data sample were captured in the coincidence mode. 

2.2 Phase Doppler Particle Analyzer setup 

The 1-D PDPA system was used with an Isel XYZ traverse system to measure the radial 

variation of particle diameter at axial locations in steps of 5mm. The focal length of the 

receiving optics is 500 mm and with a slit aperture of 150 microns. The measurements 

were carried out in the refraction mode scattering mechanism with an off-axis angle of 

60° for the receiver. Nukiyama-Tanasawa routine was used for diameter fitting and 

15,000 samples were captured in the coincidence mode. 

2.3 PIV Setup 

The flow-field with water droplets was illuminated by a Spectra Physics dual cavity 

Nd:YAG, PIV 400 laser. The flow is imaged using 2 IDT MotionPro Y5 PIV cameras 
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having a sensor resolution of 2336(H) x 1728(V) pixels using Nikon 85 mm tilt/shift 

schiemflug lenses. The air is seeded using a modified Wright nebulizer which generates 

fog particles having a size of 0.5 microns. For the air-liquid field, it is to be noted that the 

velocity field measured is that of the water and not that of the air flow. It was not 

possible to simultaneously measure the air flow field velocity due to the signal from the 

water being much more than that of any seeding in the air. The PIV acquisition and 

processing was carried out using the ProVISION XS software from IDT, USA. For 

each case 6000 images were acquired and processed to yield 3000 velocity fields. This 

ensured statistically significant numbers for the mean and fluctuating quantities. 

The optimal interrogation size was arrived at by means of using the adaptive sizing 

method provided in the processing software. This turned out to be 24 x 24 pixels with 

overlap of 50%, which corresponds to 2.5mm x 2.5mm in physical resolution. The flow 

was imaged up to an axial distance of 85 mm. 

 

3. Results and discussion 

3.1 Droplet size distributions 

Figure 2 shows the radial variation of  droplet 

sizes at seven axial locations between 15 mm 

to 85 mm from the exit. The figure shows that  

in the central region, the droplet sizes are quite 

large (up to 100 microns) near the exit and 

there is not much radial variation of sizes. 

With increasing downstream distance the 

droplet sizes in the central core increase to a 

maximum of 130 microns before reducing 

monotonically to a minimum of 20 microns at 

the last station of 85mm. This is in contrast to the monotonic decrease observed by 

Gurubaran et al [5] who measured radial profiles of droplet diameter between 12 mm and 

50 mm from the exit at ALR of 5.43 and 7.0. The existance of SMD maxima in the 

central core till 35 mm implies that at the current ALR of unity, the centrifugal force 

caused by the swirl is not large enough to carry the bigger droplets to the periphery. 
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3.2 Mean and turbulent Velocity fields from LDV data 

LDV measurements were made on both air-alone and air-water flow fields. The mean 

streamwise velocity field for the the air-alone case at an axial distance of 45mm is 

presented as a contour plot in Figure 3a and the air-water field in Figure 3b. The contour 

is presented as raised heights (equivalent to the streamwise velocity) above a plane in 

order to have a better appreciation of the velocity field. The data immediately show that 

the mean field is not symmetric and has significant circumferential variation of 

streamwise velocity towards the periphery.  The velocity in the central core is strongly 

negative due to the strong toroidal recirculation produced by the swirl. Further the air-

water field as expected has lower magnitudes of positive and negative velocity. This can 

be attributed to two reasons. Firstly, the breakup of the liquid sheet absorbs some of the 

energy of the air flow. Secondly, unlike the sub-micron sized seeding of the air flow, the 

droplets are large (> 20µm) and hence may not follow the flow with fidelity. Larger 

sized droplets however, were filtered out of the LDV data by using an appropriate cut-off 

for the pedestal.  

Figures 4a,b present the distribution of streamwise turbulence intensity at the same axial 

location. The streamwise turbulent velocities have been non-diemnsionalized using the 

maximum streamwise velocity (which is that of air) of 33m/s. The plots show that the 

turbulence intensity is significantly reduced in the air-water case and a lesser asymmetry 

seen in its distribution. 

Figure 3. Streamwise mean velocity field at 45mm from exit for (a) air-alone and (b) air-
water cases. 
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3.3 Velocity and turbulence fields from PIV data 

Figure 5a,b present the data from PIV for the same operating conditions and locations as 

for the LDV data. Figures 3a, b show the 

coparisons between the two 

measurements. Figure 3b which is the 

comparison of mean velocity along a 

particular diamter, shows that there is  

quite a good agreement in the mean 

velocities. 

Figure 4. Streamwise turbulence field at 45mm from exit for (a) air-alone and (b) air-water cases. 

Figure 3. Streamwise mean velocity field at 45mm from exit for (a) air-alone and   
 (b) comparison against LDV data. 
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Figure 3c presents the comparison of normalized turbulent streamwise velocities as 

measured using LDV and PIV. The close agreement of the turbulent velocities show that 

the stereo PIV data can be used for interpreting the turbulence field of the atomizer flow. 

Having validated the stereo PIV measuremnts, the air and air-liquid flow field at several 

axial stations will subsequently be mapped. 

4. Summary 

The air-liquid velocity field have been the subject of several earlier investigations. 

However, most studies have been carried out with either single point measurements like 

LDV or in 2-D planes using PIV. Usage of stereo PIV for mapping the three-component 

field enables the calculation of turbulent stresses of all three components which would 

help in better understanding of liquid sheet breakup and atomization. 
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Gas-centered swirl coaxial atomizers have been employed in liquid propellant rocket 

engines operating under a staged combustion cycle with an oxygen rich pre-burner [1,2]. The 

atomizer discharges an annular swirling liquid sheet and a central gas jet from the coaxially 

arranged outer and inner orifices respectively. The central gas jet is analogous to the gaseous 

oxygen (GOX) and the annular swirling liquid sheet to the liquid kerosene (RP-1). Knowledge of 

the liquid sheet atomization and spray dynamics 

are essential for the design and optimization of 

these atomizers. Gas-centered swirl atomizers 

have been studied under two major 

configurations: premixing type and coaxial 

type. In the premixing type, the liquid flows 

over the inner wall of the gaseous orifice by 

passing it through tangential ports and a mixing 

process between the liquid and the gas occurs 

inside the gaseous orifice. In the coaxial type, 

the liquid and the gas flow via two different 

orifices arranged coaxially. Figure 1 shows a schematic of a coaxial type gas-centered swirl 

atomizer. Soller et al. [2] observed that the coaxial type atomizers exhibit superior combustor 

wall compatibilities compared to that of the premixing type atomizers in the context of wall 

thermal stress levels. 

The spray formation occurs in gas-centered swirl coaxial atomizer by means of an 

interaction process between the swirling liquid sheet and the gas jet. The influence of coflowing 

air on the breakup behavior of liquid sheets, particularly for planar liquid sheets, has been 

studied extensively [3-6]. Limited studies have been reported on the role of an inner gas stream 

on the stability of an axisymmetric liquid sheet [7-8]. A systematic experimental investigation on 

the role of central gas jet on the breakup of outer liquid sheet in gas-centered swirl coaxial 

atomizers has been carried out at IISc with water and air as simulants [9]. Different gas-centered 

Fig. 1. A schematic of jets discharging from a 
gas-centered swirl coaxial atomizer.  
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swirl coaxial atomizer configurations with different geometrical parameters (inner and outer 

orifice diameters and swirler geometry parameters) were examined in the study. The 

characteristics of liquid sheet breakup were obtained by capturing images of sprays using a 

Nikon D1X digital camera with diffused 

backlighting system. For a given liquid sheet 

condition, with increasing air jet Reynolds 

number, Reg the liquid sheet continuously 

shrinks along with a decrease in the sheet 

breakup length. The sheet atomizes into a spray 

of droplets in the very near region of the orifice 

exit at very high Reg. Figure 2 shows the 

variation of sheet breakup length with Reg for 

liquid sheets discharging from a gas-centered 

swirl coaxial atomizer. The variation of breakup 

length with Reg given in Fig. 2 shows that the breakup length remains unaltered in the lower 

values of Reg and drastic changes in Lb are seen at higher Reg. The study further revealed that the 

sheet breakup region is marked by features such as ejection of ligaments from the sheet surface, 

droplet clusters, increased surface corrugations on the liquid sheet, and cellular structures on the 

liquid sheet [10]. 

Classification of atomization regimes in the spray formation process assumes importance 

in atomization modeling. The work of Adzic et 

al. [8] on the breakup of an axisymmetric liquid 

sheet by an inner gas stream identified three 

major sheet breakup regimes: Kelvin–

Helmholtz regime, cellular regime and 

atomization regime. Recently, a detailed 

experimental study [11] of sprays discharging 

from gas-centered swirl coaxial atomizers 

showed that the spray exhibits different 

regimes: wave-assisted sheet breakup, 

perforated sheet breakup, segmented sheet 

Fig. 2. The variation of breakup length of liquid 
sheet with Reg.  
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breakup, and pulsating spray regime. For this purpose, a high speed camera system (Redlake 

Y4L) along with a backlighting source was operated with different combinations of camera 

frame speed and image resolution. For a typical gas-centered swirl coaxial atomizer, Fig. 3 

identifies these regimes in the plot of g gm U  (central air jet momentum) versus l lmU (liquid 

momentum). With increasing velocity of central air jet, Ug, the nature of fluid dynamic 

interaction process between the liquid sheet and the air jet gets changed and hence the 

mechanism of spray formation. 

The pulsating sprays are marked by an intermittent, periodic ejection of liquid masses in 

the near region of the orifice exit. Such unsteady spray oscillations could result in potentially 

catastrophic combustion instability in liquid propellant rocket engines. Several studies [12-17] 

have been devoted to understand the behavior of unsteady spray oscillations in coaxial atomizers. 

The central orifice lip is one of the major injector geometrical parameters influencing the spray 

pulsation [13]. The work of Im et al. [14] on sprays from gas (outer)–liquid (inner) swirl coaxial 

injector showed that the recess length of the central orifice increases the frequency of self-

pulsation due to the enhanced flow interaction 

between the liquid and gas streams. The work 

by Lightfoot and Danczyk [15] revealed that the 

interaction between the central gas flow and the 

annular film flow in the near region of central 

orifice lip develops several non-uniformities in 

the spray. Some of these non-uniformities, 

axisymmetric and asymmetric pulsing in the 

spray, affect the temporal mass-distribution. For 

recessed gas-centered coaxial injectors, Canino 

et al. [16] showed that Strouhal number 

increases with the gas-to-liquid jet momentum 

ratio, J (for J>1) and in the range 0.2 to 0.45. 

Experimental studies have been conducted at 

IISc [17] on the dynamics of pulsating sprays 

discharging from gas-centered swirl coaxial 

atomizers. Unsteady sprays bursts were tracked 

Fig. 4. (a) Big burst, and (b) regular bursts seen 
in pulsating sprays from the gas-centered swirl 
coaxial atomizer.  

Fig. 5. The variation of pulsation frequency, fp 
with Ug for the pulsating sprays from the gas-
centered swirl coaxial atomizer. 
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with the aid of high speed video recordings of sprays. The study revealed that the burst 

phenomenon in the pulsating spray is not 100% periodic. It also highlights different bursting 

structures. Two types of bursting are dominantly seen in a typical pulsating spray discharging 

from gas-centered swirl coaxial atomizers: big bursts and regular bursts. Figure 4 shows typical 

images of big burst and regular bursts in a pulsating spray condition. As seen in Fig. 4(a), the big 

burst is marked by a rapid radial spreading of liquid masses along with a cloud of micron-sized 

ligaments/droplets. The regular bursts are marked with a radial spreading liquid mass without 

any dominant presence of micron-sized ligaments/droplets clouds as seen in Fig. 4(b). Analysis 

shows that the frequency of big bursts is much smaller than that of the regular bursts as shown in 

Fig. 5. Further studies have been pursued at IISc to understand the atomization process and spray 

characteristics of sprays discharging from recessed-type gas-centered swirl coaxial atomizers.  
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Introduction 

We all know spray production to be a fluid process which is either rich with or fraught with complexity 

and nonlinearity.  Models for wave growth on a liquid jet are one approach to predicting and 

understanding the early stages of the spray production process.  Experiments to test such models show 

agreement in some cases and room for improvement in other cases and always show the additional 

complexity that exists nearby in the downstream sense.   

 

Figure 1 shows example images from two Purdue experiments on measuring wave growth.  Both led to 

quantitative results for amplification.  The low-speed jet compares to theory over a half-dozen 

wavelengths whereas the high speed jet is noticeably more complex.  The high speed jet has the most 

upstream waves becoming visible at several origins around the circumference of the jet.  These waves 

grow in amplitude and in extent in the circumferential sense around the jet.  The wave regions merge.  

The waves interact, even creating a node-like streamwise line near the lower part of the image 

beginning about one jet diameter downstream.  As interactions continue downstream from 5D/4, the jet 

begins to spread and the first droplets appear.   

 

 

It is the complexity of this near-exit wave interaction that gives rise to droplet production in many flows.  

What causes the waves to begin?  Certainly the simple but vague answer is: a perturbation and a slowly-

  

Figure 1.  Two examples from Purdue from wave-growth measurement experiments.  Left is from [1] 

showing a low-speed jet (gravity and flow are top to bottom) with 40:1 imaging compression in the 

streamwise direction.  Right is from [2] showing a high-speed liquid jet with several wave 

phenomena growing in the streamwise direction.  Downstream shows a turbulent –like complexity in 

the flow.  Flow is left to right, gravity is top to bottom 
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growing instability.  But the early waves are only the start of the overall process.  What type of 

perturbations are most effective at creating unsteadiness that leads to desired spray properties?  How 

do wave groups interact?  How do they cause the jet to begin to spread?  How does the chaotic-

appearing surface flow begin to affect the flow in the core of the jet?  How do these vary with fluid 

properties and speeds?  Answers to these questions from modeling are very distant.   

 

Perturbations likely originate at or upstream of where they are first visible.  Thus perturbations visible 

near the exit may originate within the orifice.  A number of researchers have shown that perturbations 

in the internal flow definitely affect the jet.  Hiroyasu showed that turbulent flow in the nozzle affects 

the jet[3].  Cavitation in the orifice has been shown to be common over a wide range of pressures[4, 5, 

6], as shown in Figure 2.  Swirling internal flows, such as counter-rotating streamwise vortices in a tilted 

orifice or a normal orifice with cross flow over the inlet[6,7] are another form of perturbation if one 

pictures parallel flow through the orifice as the baseline case.   

 

 

Figure 2. Cavitation examples.  Upper left, 30kPa driving pressure difference in a slot flow[4].  Lower 

left, side view of cavitation at the chamfered entrance of a slot flow[5] at several atmospheres 

pressure.  Right, 200MPa driving pressure in a tilted 209 micron diameter orifice[6] typical of Diesel 

injectors.  In all images, flow is from top down, the liquid is water, and the back pressure is 

atmospheric. 



44 

 

Even when spray prevention is the goal – such as 

for using liquid jets for the hydro-entanglement 

of fibers in production of non-woven textiles, the 

internal flow has been found to be important[8].  

In this case, avoiding partial cavitation has 

produced the persistent liquid jets that are 

necessary for production of these materials.  The 

popular polyester “fleece” fabric is apparently 

the most common of these textiles, at least in 

the cooler climates.   

 

In our group in the 1990s, the focus was on the 

effect of the seemingly ubiquitous inlet cavitation of jets and sprays.  This cavitation was found to be 

present and to be unsteady in various orifice flows for driving pressure differences from as low as 1/3 

atmosphere up to 2,000 atmospheres.  In all cases the cavitation was unsteady.  The mechanisms 

through which this cavitation can affect the spray spear to include both a low-frequency “chugging” of 

the larger scale flow and the shedding of sub-diameter length scale unsteady flow structures into the 

boundary layer, which flow downstream and apparently act as large perturbations to the flow processes 

seen, for example, in the right-hand image in Figure 1.   

 

Control by Manipulating Cavitation 

Experiments in the 1990s focused 

on manipulating inlet cavitation to 

effect changes in droplet 

production.  This was motivated by 

the fact that the cavitation was an 

easily-visualized naturally 

occurring unsteady flow structure 

with substantial sub-diameter 

length scale structure.   

 

First an up-stream facing step was 

used to try to increase the natural 

unsteadiness of the reattachment 

process of the liquid flow at the 

downstream end of the cavitation 

bubble.  This approach was 

successful.  Figure 3 shows this 

arrangement, taken from [9].  This system created substantial numbers of minute droplets compared to 

the smooth orifice jet, see Figure 4, also from [9].   

 

 

Figure 3.  Step orifice design (right) of Ong[9]. 

 

Figure 4. Droplet size distributions for plain orifice (“No Step”) 

and two step orifices[9]. 
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Next a fluidic device was created to attempt modulate the effect of the step, as shown in Figure 5, from 

Ref. [10].  This system worked, could be turned on and off and modulated.  But small droplet production 

was not as effective as with the original step orifice.  Computations of the internal flow field, including 

the unsteady cavitation, were made to attempt to correlate certain flow structures with the production 

of smaller droplets[11].  Optimizing such a device remains an open question, along with extending it to 

higher speeds. 

 

Goals of the Current Work 

Current work uses the recent 

results of Portillo et al.[2] as a 

baseline.  Modifications to the 

orifice to permit the 

introduction of perturbations 

are being made.  This is 

exploratory work that seeks to 

apply the lessons from Hiroyasu 

and others to create 

perturbations to cause the jet to 

respond immediately in large-

amplitude non-linear manners.  

This moves beyond wave growth models and besides identifying practical tools to use for manipulating 

sprays we hope to motivate others to advance CFD and modeling.  The range of possible perturbations 

appears unbounded, just like the design of internal flow geometries in practical devices has been for 

many decades.  Exploring an unbounded frontier with experiments complements the analytical and 

computational approaches to identifying fluid instabilities that lead to desirable droplet production.   
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Liquid rocket engines extensively use impinging and swirl coaxial injectors for propellant 
atomisation and mixing. In these injectors, a liquid sheet is created which moves relative 
to the surrounding gaseous medium. In liquid rocket injectors, the liquid sheet formed is 
invariably sandwiched between two gas layers. The gaseous phase may be either 
quiescent or moving. In impinging injectors, the liquid sheet formed is perpendicular to 
the plane of two jets while in swirl injectors the liquid sheet is an annular cone. The 
relative motion between the liquid and gas promotes the growth of disturbances which 
ultimately cause the liquid sheet to disintegrate into fragments. The fragments rapidly 
contract into unstable ligaments under the effect of surface tension. Finally, the ligaments 
are broken into a multitude of droplets. This process is referred to as primary atomisation. 
The modelling of the primary atomisation process will benefit not only injector design 
and improvement but also numerical simulation of spray combustion. Disintegration of a 
liquid sheet between two gas layers is a problem of hydrodynamic instability and has 
been extensively studied. Excellent reviews on the subject are available in Lasheras and 
Hopfinger (2000), Ibrahim and Jog (2006), Benjamin et. al. (2010) and Lin (2003).  
Numerical solutions have been obtained using both linear and nonlinear models. These 
solutions reveal the existence of two types of waves viz. antisymmetric (Fig. 1) and 
symmetric (Fig. 2). Linear analysis of a planar liquid sheet shows that these two modes 
are uncoupled whereas for annular or conical sheets this is not the case. Nonlinear 
analysis of a planar liquid sheet indicates that a purely symmetric wave can exist but 
antisymmetric wave has a superimposed and coupled symmetric character.  
In swirl injectors, the liquid sheet is annular in shape. This configuration can be 
reasonably represented by a planar liquid sheet when the sheet thickness is much smaller 
than the mean radius of the annulus.  

      
Fig. 1     Antisysmmetric Wave                                   Fig. 2   Symmetric Wave  
The linear theory has been extensively used in literature to predict the growth rate and 
wave number of the most unstable wave. The influence of viscosity of the liquid on wave 
growth was investigated using the linear theory by Li and Tankin (1991). Teng et al. 
(1997) determined the effect of ambient gas viscosity on the stability of viscous liquid 
curtain. Heislbetz et al. (2007) have carried out linear stability analysis of a highly 
viscous incompressible planar liquid sheet for this configuration and validated the 
predictions. Cao and Li (2000) investigated the effect of compressibility in the gas 
medium when the lateral wave modes were not present. Tharakan and Ramamurthi 
(2005) investigated the effect of the simultaneous presence of longitudinal and lateral 
waves on the instability of a planar liquid sheet exposed to unequal gas velocities. 
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Tharakan and Ramamurthi (2010) also investigated the effect of compressibility of liquid 
and gas on instability of a planar liquid sheet exposed to unequal gas velocities. Rao and 
Ramamurthi (2009) investigated the effect of base velocity profile of the liquid sheet on 
the instability of a planar liquid sheet in a stationary gas.  
Although the breakup of planar liquid sheets has been extensively modelled, breakup of 
annular sheets is not yet fully understood and further investigations are required. Shen 
and Li (1996a and 1996b) carried out the instability analysis of a viscous annular liquid 
sheet moving in two gas streams with different velocities. Panchagnula et al. (1996) 
developed a linear model describing the instability behaviour of annular, swirling, 
inviscid sheets subject to inner and outer gas flows of differing velocities. Liao et al. 
(2001) developed a dispersion relation for swirling annular liquid sheet sandwiched by 
swirling air streams, including the effects of viscosity. Du and Li (2005) carried out a 
linear instability analysis for a viscous annular liquid jet moving in two gas streams with 
unequal swirls and velocities.  
The conventional linear analysis cannot predict the breakup of liquid sheets as the 
distance between the two sheet surfaces is preserved. Mitra et. al (2001) carried out a 
dual mode linear stability analysis under the combined influence of antisymmetric and 
symmetric modes of disturbance at the two liquid-gas interfaces, which could predict the 
liquid sheet breakup. Fu et. al (2010) predicted the breakup length of the conical liquid 
sheet (Fig. 3) using the dual mode linear stability analysis and validated the predictions 
with experiments. Dual mode analysis and its variations represent the state-of-the-art in 
the area of linear analysis and more work has to be done to develop this type of 
formulation. This would enable rapid estimation of breakup length and droplet size for 
planar and annular liquid sheets. 
All the above investigations focused on the linear instability of the gas-liquid interface. 
Moreover, linear theory assumes infinitesimal perturbations. Such an assumption is not 
valid at sheet break up when amplitude of the disturbance becomes of the same order as 
the liquid sheet thickness itself. Also, it is supposed that the wavelengths of the 
instabilities obtained by linear analysis remain prominent in the nonlinear deformation 
leading to break up, which need not be the case. Nonlinear modelling is required, 
particularly near the break up region, for a more accurate determination of break up 
length and droplet size that would be useful for the simulation of spray combustion.  
Mehring and Sirignano (2000) analyzed linear and nonlinear waves on inviscid planar 
liquid sheets in a gas of negligible density. Kim and Sirignano (2000) studied three-
dimensional effects on thin inviscid planar liquid sheets by a similar approach to Mehring 
and Sirignano. Jazayeri and Li (2000) carried out a nonlinear stability analysis of planar 
liquid sheets considering initial disturbance amplitude as the perturbation parameter. 
They retained terms upto third order in their analysis. Mitra (2001) extended the analysis 
of Jazayeri and Li to include the effects of gas velocity. Tharakan et. al (2002) 
numerically solved a set of nonlinear differential equations for determining the breakup 
of inviscid liquid sheets (Fig. 4). Nath et.al (2010) studied the effects of gas velocity on 
the nonlinear breakup of a planar liquid sheet. Rao and Ramamurthi (2010) determined 
the nonlinear growth of disturbance waves on thin inviscid liquid sheets with a velocity 
profile across their thickness.  
Nonlinear analysis has also been carried out by Rangel and Hess (1990), Rangel and 
Sirignano (1991) and Lozano et al. (1998). Here the evolution of liquid sheets is 
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determined using a vortex discretisation method. Numerical errors in the vortex 
discretisation method are, however, relatively large as it involves a number of 
interpolations to arrive at a solution. Vortex discretisation is a promising approach that 
needs to be pursued further to attain its full potential.  
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Fig. 3 Growth of disturbance wave on                           Fig. 4 Growth of disturbance wave  

conical liquid sheets                                                        on planar liquid sheet 
Nonlinear analyses of thin annular liquid sheet break up were carried out by Mehring and 
Sirignano (1999a, b) and Parker and Heister (2006) in a stationary gaseous medium. 
Ibrahim and Jog (2008) developed a nonlinear instability model for an annular liquid 
sheet subjected to unequal inner and outer gas velocities and including outer gas swirl. 
Extension of nonlinear models of both planar and annular sheets to a wider range of 
configurations is an area of further research. 
All the previous models of the primary instability have been based on Kelvin-Helmholtz 
instability growth mechanism. For the case of an annular liquid sheet in a liquid rocket 
engine swirl injector, this instability mechanism predicts that the sheet will break up into 
axisymmetric toroidal rings. However, preliminary experimental results have shown that 
this is not always the case. This indicates that there is a nonaxisymmetric instability mode 
which cannot be predicted by the Kelvin-Helmholtz mechanism. Further theoretical 
studies are necessary to investigate alternative mechanism like the Rayleigh-Taylor-
Kelvin-Helmholtz instability growth model for annular liquid sheets.  
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Introduction

Acoustic pressure fluctuations during combustion instability events can cause unsteady pressure
drops across fuel injectors and air inlets, potentially resulting in mass flow-rate oscillations at
these locations. In the case of liquid fueled combustors, this unsteady forcing of the fuel jet can
result in unsteady atomization causing spatio-temporal variation in spray characteristics such
as droplet size and velocity distributions, ambient air entrainment, group combustion number
etc. [1, 2]. In lean premixed, pre-vaporized combustors, the combustion process occurs after the
liquid fuel jet has vapourised and is premixed with air, in the interest of mitigating pollutant
emissions. In these situations, unsteady fuel spray atomization characteristics can result in
unsteady stratification in the equivalence ratio (φ), upstream of the flame which then causes
the heat release rate to oscillate. Thus combustion instability can then be sustained due to
coupling between these heat release oscillations and combustor acoustic modes [3, 4]. Evidence
supporting this unsteady φ stratification mechanism has been shown in several studies, from
measurement of oscillations in φ during combustion instability events [5–8] or by comparing the
dependence of instability characteristics on geometry and operating conditions with correlations
from theoretical analyses [9–11]. Several groups have reported experimental [5, 8, 12–18] and
computational [19–25] studies of premixed flame response to φ fluctuations.

The instantaneous heat release rate from a flame, q(t), can be written as an integral of local
heat release rate contributions over the flame surface as follows,

q(t) =

∫
flame

ρsL(φ)hR(φ)dA (1)

Where, φ is the local equivalence ratio, sL is the local laminar flame speed, hR is the local heat
of reaction per unit mass of the mixture and ρ is the local mixture density. Two broad groups
of mechanisms causing heat release rate fluctuations can be identified as follows [26, 27]. The
direct mechanism - spatio temporal φ fluctuations result in spatio-temporal variations in sL and
hR of the reactant mixture along the flame surface, causing the heat release rate to oscillate.
The indirect mechanism - spatio-temporal variations in sL cause the flame surface to wrinkle
resulting in burning area oscillations which cause heat release rate oscillations. Shreekrishna et
al [27] have extended the linear analysis of Cho and Lieuwen [26] to the non-linear limit using
a G-equation (level-set) based Reduced Order Modelling (ROM) approach which can be used
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to predict the above describing functions for convectively non-compact flames. This approach
can track geometrically complex and even multiply connected flames.

A key simplifying assumption made in the above ROM approaches, however, is that the
effect of gas expansion across the flame surface on the approach flow is neglected. The present
work performs a quantitative comparison between heat release response characteristics of a
nominally lean, two dimensional, slot stabilized, premixed methane-air flame forced by φ fluc-
tuations using fully compressible reacting flow simulations, with corresponding predictions from
a generalization of the reduced order model (ROM) analyzed in Shreekrishna et al [27], for the
same configuration. The impact of neglecting gas expansion at the flame surface, as well as, the
influence of the shape of the nominally steady flame on heat release response characteristics are
assessed.

Formulation

The Reduced Order Model (ROM) for flame response prediction used in this paper generalizes
previous level-set method based ROM formulations for premixed flame response to fuel-air ratio
perturbations [26, 27]. The principal simplifying assumptions are that the flame is a thin surface
separating unburnt reactants from products and that he influence of gas expansion across the
flame front is neglected. The first assumption allows for the instantaneous evolution of the
flame surface to be tracked using the G-equation as follows,

∂G

∂t
+ ~u · ∇G = sL(φ)|∇G| (2)

where, ~u and sL are the local flow velocity and laminar flame speed [28]. All lengths in the above
have been normalized by a burner dimension (R) and velocities by a characteristic upstream
flow velocity (Uo). The zero level-set of the function G is identified with the upstream (unburnt)
boundary of the flame surface being tracked. The second assumption allows for ~u to be specified
without having to solve the Navier-Stokes equations in conjunction with eq. 2 and is commonly
made in the development of reduced order models [26, 27, 29–31]. The spatio-temporal vari-
ation of φ is determined from spatio-temporal variations of fuel (YF ) and oxidizer (YO) mass
fractions respectively, determined by solving corresponding species transport equations for each
mass fraction. Flame response predictions from the above model are compared with results
from detailed numerical computations of harmonically forced slot stabilized, two-dimensional,
methane-air premixed flame (φo = 0.85), described in Hemchandra [32]. The nominally steady
flames used in the forced computations are shown for reference in fig. 1. The characteristics of
the unsteady upstream φ field and flame attachment boundary conditions in the ROM formu-
lations are quantitatively matched to their corresponding characteristics in the latter detailed
computations in the present work (these results are not shown here in the interest of brevity).

Describing functions corresponding to the total heat release rate and burning area responses
at a given excitation frequency fexc are then defined as follows, Total heat release rate:

F (St, ǫφ) =
q̂′(St, ǫφ)/Qo

φ′b(St)/φo

(3)

Burning area (indirect response):

FA(St, ǫφ) =
Â′(St, ǫφ)/Ao

φ′b(St)/φo
(4)

where, St = 2πfexcLf/Uo, φ̂′b is the φ fluctuation amplitude along the slot exit plane and

ǫφ = |φ̂′b/φo| determined at the origin (i.e. the center of the slot exit plane). The ‘ˆ ’ denotes
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Figure 1: (a)Temperature and velocity fields around the steady flame. The magenta
curve shows the flame contour (T = 390 K) and (b) The zero level-set used in the ROM
computations - the flame contour has been overlaid for reference and (c) Schematic of
perturbed flame surface in the present computations at low nominal forcing amplitude, ǫ
(solid curve) and the unperturbed flame surface (broken curve) (φo = 0.85, vo = 1.0 m s−1).

the FFT of the respective quantities determined at fexc. Quantities (e.g.: describing functions,
eqs. 3 and 4) determined from the ROM computations will be denoted by the superscript ‘ROM ’
and quantities determined from detailed computations will be denoted using the superscript,
‘Det’ in the rest of this abstract.

The instantaneous flame surface shape in the present computations can be approximated as
a single valued function ζ(x, t) as shown schematically in fig. 1c, in the limit of small forcing
amplitudes (ǫ). Assuming that dζo/dx ∼ −β is nearly constant and that the flame is attached
at x = R the linearized burning area response can be written as,

Â′(t)

Ao

=
β

1 + β2

ζ̂ ′(0)

R
(5)

which suggests that, the characteristics of the linearized Â′/Ao are determined, to leading order,
by the corresponding characteristics of the flame tip perturbation, ζ̂tip = ζ̂ ′(0).

Results

Figures 2a and b show the predicted magnitude and phase of the describing functions for
total heat release rate response and burning area response determined from ROM and detailed
computations (see eqs. 3 and 4) for small amplitude forcing (ǫ = 0.015). First, note that the
agreement between the predicted phase of the describing functions from ROM and detailed
computations is excellent for all frequencies at this forcing amplitude. Next, notice that for
St < 3 and St > 10 both |FROM | and |FROM

A | approach the corresponding predictions from
detailed computations while showing smaller quantitative differences, when compared to the
the predictions for 3 < St < 10. From eq. 5, the agreement in phase is due to the excellent
agreement seen in fig. 3a which shows the phase of ζ̂ ′Det

tip and ζ̂ ′ROM
tip relative to φ′b at the origin.

However, small differences between the predicted phases of FROM and FDet (see fig. 2a) can
be attributed to the mismatch in of the predicted direct response components from the two
approaches due to geometric differences between the respective nominally steady flame shapes
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Figure 2: Comparison between the predicted characteristics of describing functions for (a)
total heat release and (b) burning area as a function of Strouhal number, St. The top half
of each figure shows the magnitude and the bottom half shows the phase (φo = 0.85, vo =
1 m s−1, ǫ = 0.015).

(see fig. 1). The mismatch in predicted describing function magnitudes is due to the mismatch
in predicted |ζ̂ ′tip| from the two approaches as Figure 3b shows.

The key mechanism causing the above mismatch is the well known Darrieus-Landau (DL)
instability which occurs due to preferential acceleration of the flow along the flame normal direc-
tion due to gas expansion across the flame surface (see e.g. ref. [33]). Truffaut and Searby [34]
have shown experimentally, for a flame configuration similar to the present work, that the pres-
ence of a flow velocity component tangential to the flame surface (up), causes the nature of the
DL instability to change from being absolutely unstable to being convectively unstable. For the
present detailed computations, up ≈ 0.96 ms−1, suggesting that the flame in the present detailed

computations is convectively unstable [35], resulting in the amplification of |ζ̂ ′Det
tip | which the

ROM cannot capture.

Conclusions

Present results show that in the small excitation amplitude (linear response) limit, the present
ROM reliably predicts the variation of the phase of describing functions across the range of exci-
tation Strouhal numbers (St). The poor agreement in predicted describing function magnitudes
are seen for intermediate St values because of the amplification of flame surface perturbations
as they propagate through the flame, due to the influence of convective DL instability. At
these St values, the DL instability also causes poor agreement between ROM predictions and
corresponding detailed computations of both magnitude and phase characteristics of describing
functions at large forcing amplitudes. As such, this suggests that the present ROM can predict
flame response at large forcing amplitudes as long as DL instability has a minimal influence
on the evolution of flame surface perturbations. Next, good agreement between the ROM and
detailed computations for the predicted phase of the flame describing functions in the present
weakly curved 2D computations, is due to the fact that the latter depend only on the char-
acteristics of flame tip perturbations. Hence, for highly curved or axi-symmetric flames, this
agreement is anticipated in cases where flame surface motions are minimally influenced by DL
instability. Finally, the present paper studies the response of flames that are attached such
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Figure 3: Comparison of the characteristics of flame tip displacement prdicted by the ROM
(curve) and detailed computations (crosses) - (a) Phase (relative φb) and (b) Magnitude
(left axis) and ratio of tip fluctuation magnitudes predicted from detailed computations and
the ROM (left axis) (vo = 1 m s−1, φo = 0.85, ǫ = 0.015).

that the flame base remains fixed at all times. However, this is in general not always case and
can have a significant influence on predicted flame response characteristics. Hence, the ROM
formulation must be extended in order to include the influence of DL instability and flame at-
tachment point dynamics within its framework in order to improve the quantitative reliability
of its predictions.
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Abstract

This talk attempts to summarize the state-of-the-art in modeling and simulation of multiphase flows. Mod-
eling multiphase flows is challenging because they are characterized by nonlinearities (arising from inertia
and polydispersity of the dispersed phase), multiscale interactions and nonequilibrium effects that lead to
phenomena such as preferential concentration and clustering, which have a significant impact on multiphase
flow applications. Multiphase flow models can be classified on the basis of three critiera: (i) whether each
phase is represented using a random field or stochastic point process description, (ii) whether each phase is
represented in an Eulerian or Lagrangian reference frame, and (iii) the level of closure in the statistical the-
ory. This classification allows us to compare the relative merits of many modeling approaches. Multiphase
flow simulations are classified according to the length and time scales that they are capable of represent-
ing. Accordingly, we have simulation approaches ranging from molecular dynamics of single droplets through
Fully–Resolved DNS (FR–DNS), point–particle DNS (PP–DNS), LES and RANS. Such a classification allows
comparison of trade-offs between accuracy, problem complexity and computational cost that each of these
simulation approaches represents. This classification of multiphase flow models and simulation techniques is
intended to provide a framework for stimulating discussions at the workshop.

Multiphase Flow Models

As shown in Fig. 1, the two principal approaches
are: (i) the random field approach in which both
dispersed and carrier phases are represented as ran-
dom fields in the Eulerian frame, and (ii) the point

process approach in which the dispersed phase is
represented as a stochastic point process in the La-
grangian frame and the carrier phase represented as
a random field in the Eulerian frame. The random
field approach at the closure level of moments leads
to the Eulerian–Eulerian (EE) two–fluid theory in
its ensemble–averaged [1, 2] and volume–averaged
variants [3]. The Lagrangian–Eulerian (or Euler-
Lagrange) approach corresponds to a closure of the
point process approach at the level of the droplet
distribution function (ddf) or number density func-
tion (NDF), with the carrier phase being represented
in an Eulerian frame through a Reynolds–averaged
Navier–Stokes (RANS) closure, Large Eddy Simula-
tion (LES) or Direct Numerical Simulation (DNS).

∗Email: shankar@iastate.edu

Random–field description

In statistical theories of turbulent single-phase flow,
the Eulerian velocity field is represented as a random
vector field [4]. A similar approach can be adopted
for two–phase flows, but in addition to the velocity
(and pressure) field it is also necessary to specify the
location and shape of the dispersed-phase elements.
The velocity field U(x, t; ω), which is defined in both
thermodynamic phases, is a vector field that is de-
fined at each point x in the flow domain in phys-
ical space, on the ωth realization. The dispersed–
phase elements in that same realization are simi-
larly described by a dispersed–phase indicator field

Id(x, t; ω), which is unity for all points inside the
dispersed–phase elements that are contained in the
flow domain, and zero outside. Statistical theories
based on random–field representations require the
consideration of multipoint joint probability density
functions, and these have not resulted in tractable
engineering models even for single–phase turbulent
flow [4, 5, 6].

The simplest multipoint theory based on the
random–field representation that is useful to mod-
elers is a two–point representation. A comprehen-
sive two–point statistical description of two–phase
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flows based on the random-field representation can
be found in Sundaram and Collins [7]. Even in the
homogeneous case the resulting two–point equations
lead to many unclosed terms that need closure mod-
els. Therefore, most engineering models currently
rely on a simpler single–point theory.

Two–fluid theory

If statistical information at only a single space–time
location (x, t) of the random–field representation is
considered, this results in a single–point Eulerian–
Eulerian two–fluid theory. In this case the statistics
of the velocity field U(x, t; ω), and the dispersed–
phase indicator field Id(x, t; ω), are considered at a
single space–time location, i.e., the indicator field

reduces to an indicator function. The velocity and
indicator function can be treated as random vari-
ables (or random vector in the case of velocity)
parametrized by space and time variables. The aver-
aged equations resulting from this approach are de-
scribed in Drew [1], and Drew and Passman [2]. The
single–point Eulerian–Eulerian theory can be devel-
oped at the more fundamental level of probability
density functions also, and this theory is described
in Pai and Subramaniam [8].

Lagrangian representation of the dispersed

phase

An alternative approach is to describe the
dispersed–phase consisting of Ns solid particles
or spray droplets using Lagrangian coordinates
{X(i)(t),V(i)(t), R(i)(t), i = 1, . . . , Ns(t)}, where
X(i)(t) denotes the ith dispersed–phase element’s po-
sition at time t, V(i)(t) represents its velocity, and
R(i)(t) its radius. The rigorous development of a
statistical theory of multiphase flows [9] using the
Lagrangian approach relies on the theory of stochas-

tic point processes [10], which is considerably dif-
ferent from the theory of random fields [4, 11, 12]
that forms the basis for the Eulerian-Eulerian ap-
proach. Starting from the definition of the ddf one
can derive [13] the following collisionless form of the
ddf evolution equation (also referred to as the spray
equation) that corresponds to the droplet evolution
equations:

∂f

∂t
+

∂

∂xk

[vkf ] +
∂

∂vk

[〈Ak|x,v, r; t〉f ]

+
∂

∂r
[〈Θ|x,v, r; t〉f ] = 0. (1)

In the above equation 〈Ak|x,v, r; t〉 represents the
expected acceleration conditional on the location

[x,v, r] in phase space. Similarly 〈Θ|x,v, r; t〉 rep-
resents the expected rate of change of radius (here-
after referred to as the expected vaporization rate)
conditional on the location [x,v, r] in phase space.

Multiphase Flow Simulations

Figure 2 shows simulation approaches ranging from
molecular dynamics of single droplets through Fully–
Resolved DNS (FR–DNS), point–particle DNS (PP–
DNS), LES and RANS. Frequently LE methods cou-
ple Lagrangian tracking of computational particles
to a carrier flow description based on Reynolds–
averaged Navier–Stokes (RANS) equations. How-
ever, it is possible to use the LE approach to cou-
ple a Lagrangian description of the dispersed phase
with large eddy simulations (LES) or direct numer-
ical simulation (DNS) of the carrier gas phase, re-
sulting in the following principal categories of LE
methods:

1. Fully–resolved DNS (FR-DNS) of droplet or
particle-laden flow where the exact Navier-
Stokes equations are solved by fully resolving
the droplet or particle by imposing boundary
conditions at each particle or droplet’s surface
[14, 15, 16, 17, 18, 19, 20, 21, 22, 23]

2. Point-particle DNS (PP-DNS) with physical
droplets or particles [24, 25, 26, 27, 28, 29, 30]

3. PP-DNS with stochastic particles [31]

4. Point particle LES with physical droplets [32,
33]

5. Point particle LES with stochastic partic-
less [34, 35, 36]

6. Averaged equations: RANS CFD

The principal difference between the FR-DNS and
PP-DNS is that while the former can be used to
quantify the interphase models, the PP-DNS in-
volve assumed models for interphase transfer terms
such as particle acceleration and droplet vaporiza-
tion. The treatment of collisions can also be used to
categorize LE methods as those that employ a statis-
tical treatment of collisions [37, 38, 39] in contrast
to direct calculation of collisions between particles
using either hard–sphere collisions [40] for low vol-
ume fraction or soft–sphere discrete element method
(DEM) collision models [41, 42, 43] for high volume
fraction [44]. The classification shown in Fig 2 allows
a comparison of trade-offs between accuracy, prob-
lem complexity and computational cost that each of
these simulation approaches represents.
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Motivation 
The atomization of liquid fuel and subsequent vaporization and mixing of fuel spray with air in 

the combustor play a key role in the process of combustion and formation of pollutants. Odgers et 

al. [1] reported, from their experimental studies, a marginal increase in combustion efficiency 

with larger droplets and attributed the fact to droplet penetration as a probable cause. Datta and 

Som [2] performed a numerical study of spray combustion in a gas turbine can combustor to 

study the effect of initial spray characteristics. They reported that the combustion efficiency 

becomes the maximum at an optimum mean diameter (SMD) of the droplets in the spray. Droplet 

diameter and exhaust composition measurements in gas turbine combustors confirm that the 

initial droplet size is also a key factor in emission levels from the combustor [3]. Stochastic 

separated flow approach (SSF) is widely considered to be suitable for modeling liquid fuel 

combustion in gas turbine combustor. The separated flow analysis employs the Particle-Source-

In-Cell (PSIC) approach and divides the spray into a finite number of representative droplet 

classes considering the poly-dispersity of the spray. The motion and transport of each droplet 

class through the flow field are determined using a Lagrangian formulation; while an Eulerian 

formulation is used to solve the conservation equations in the gas phase. The initial size and 

velocity of the droplets in the spray serve as the initial condition in the tracking of the droplet 

trajectories.

Empirical Distribution Functions for Drop Size Distribution 

The empirical relation of Rosin and Rammler [4] is widely applied for droplet size distribution in 

a liquid spray for its mathematical simplicity and possibility of extrapolating it to very fine 

droplet sizes. Nukiyama and Tanasawa [5] developed an exponential function with four 

parameters to represent a drop size distribution in sprays from a pneumatic atomizer. Later on, 

Mugele and Evans [6] developed the upper limit function as a modified expression of log normal 

distribution function by specifying a maximum droplet size. Rizk and Lefebvre [7] introduced a 

modification to the Rosin-Rammler formula to provide a better data fit for larger droplet sizes. 

Bhatia et al. [8] applied the log hyperbolic distribution with four parameters to predict a size 

distribution function of droplets in sprays, which gives good fit to a wide range of experimental 

data. However, the drawback of the model lies in the difficulty of computing mathematically 

stable fitting parameters for the distribution. The three parameter log- hyperbolic distribution 

proposed by Xu et al. [9] solved the problem of numerical instability during the parameter 

determination at the cost of slightly inferior fit. The empirical distribution functions can be used 

for the initial prediction of the spray in the simulation of liquid fuel combustion. 

Analytical Methods for drop size prediction 

The empirical distribution functions have limited use as none of them has the universal predictive 

capability for different atomizers and different ambient conditions. In order to overcome these 

limitations, two different analytical methods had been prescribed [10] for modeling the drop size 

and velocity distributions in a spray, viz. the discrete probability function (DPF) method and the 

maximum entropy formulation (MEF) method. 
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 The DPF model divides the atomization process into a deterministic and a non-deterministic 

part. First, the model deterministically predicts a specific mean diameter of the spray for a given 

set of flow conditions. Then the non-deterministic part of the model describes the influence of 

fluctuating initial and flow conditions on the resulting droplet size distribution through suitable 

probability distribution functions. The fluctuations can be due to the vibrations in the nozzles, 

variations in the liquid flow rate, liquid sheet velocity at the nozzle exit and fluid physical 

properties. Tharakan and Ramamurthi [11] have applied the discrete probability distribution 

function method to the breakup of planar liquid sheets, while Sovani et al. [12] used it to 

investigate the effervescent atomization of a Newtonian liquid. The main drawback of the process 

lies in considering the correct probability distribution functions for each of the fluctuating 

conditions.

The maximum entropy formulation (MEF) method, which is based on the information 

entropy theory, is the more established method for predicting droplet size and velocity 

distributions. Information theory defines a term called information entropy or Shannon’s entropy 

[13], which takes a maximum value for the most probable distribution of a variable under the 

restrictions of constraint conditions describing the physical phenomena. The application of MEF 

principle to spray modeling was introduced by Li, Tankin and their co-workers [14, 15, 16] as 

also by Sellens, Brzustowski and their co-workers [17, 18, 19, 20]. These works as well as many 

other works for the prediction of spray size and velocity distributions using MEF models have 

been excellently reviewed by Dumouchel [21].

MEF based Spray Prediction Models

MEF method predicts the most likely droplet size and velocity distributions through the 

maximization of information entropy, under a set of constraint conditions expressing the available 

information about the disintegration process. The constraint equations can be formulated by 

conserving the mass, momentum and energy across the atomization process. The models 

proposed by Li et al. [14, 15, 16] and Sellens et al. [17, 18, 19] differ in the energy conservation 

aspect for describing the droplet distribution functions. Li and Tankin [15] considered the 

conservation of the sum of surface energy and kinetic energy across the zone of atomization. On 

the other hand, Sellens and Brzustowski [17] argued that the conservation of total energy may 

overlook some important information concerning irreversibility of certain energy transformations, 

e.g. translational kinetic energy can be readily transformed to surface energy but the reverse is not 

possible.

The other difference in the formulation of Sellens’ group and Tankin’s group is that while the 

former defined the droplets in terms of number based distribution the latter chose a volume based 

distribution for the purpose. The number based drop diameter distribution of Sellens and 

Brzustowski demonstrated an unrealistic situation near the smallest diameter, as the probability 

does not decrease to zero as the diameter reaches zero value. However, in Li and Tankin's 

solution the probability shows the expected trend at small diameter and reaches zero when the 

drop diameter becomes zero. To overcome this drawback, Sellens [19] used an additional 

constraint condition in the form of “partition of surface energy” in the formulation.  The partition 

of surface energy refers to the surface to volume ratio for all the droplets in a spray, which is 

unknown a priori. As a result, the agreement with the experimental results necessitates repetitive 

trials by adjusting this quantity. Ahmadi and Sellens [20] developed a MEF based model for 

droplet size distribution considering conservation of mass, surface energy and partition of surface 

energy as the constraints. In their model, the droplet size distribution becomes independent of 

drop velocity as the velocity information is carried only in the momentum and kinetic energy 

terms. Cousin et al. [22] used the conclusion of Ahmadi and Sellens and formulated a MEF 

model for the prediction of droplet size distribution using a single mean drop diameter, termed as 

constraint diameter, to build the constraint equation. Some other attributes of MEF models for the 

predictions of droplet size distribution have been addressed in the work of Malot and Dumouchel
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[23] and Dumouchel [24, 25, 26]. On the other hand, Van der Geld and Vermeer [27]

investigated the effect of satellite drop formation on the droplet size distribution in their MEF 

model. Mondal et al. [28] predicted the droplet size distribution for a pressure swirl atomizer 

using the empirical characterizing parameters for the swirl spray nozzle, such as sheet thickness, 

spray cone angle and Sauter mean diameter (SMD), in their constraint equations. They later 

extended the model to predict the joint size and velocity distribution of the droplets in the spray 

from similar nozzles [29]. 

MEF theory has been applied on various types of atomizers, like plain jet atomizer [23], 

pressure swirl atomizer [22, 29], twin fluid atomizer [30] and ultrasonic atomizer [24], for 

predicting the resultant drop size distributions. Mitra and Li [31] coupled the breakup analysis of 

liquid sheet with the MEF model to predict the droplet size distribution in a spray. They used 

linear stability analysis to predict the mass mean diameter (dm) and an empirical model for 

evaluating the breakup length. Boundary layer theory was used to evaluate the momentum and 

energy source terms and Shannon entropy was maximized to get the droplet size distribution. 

Later on Mitra [32] replaced Shannon entropy with another form of information entropy, called 

Bayesian entropy, in describing the MEF model for droplet size and velocity distributions in the 

liquid spray. However, this method requires the assumption of a size distribution in order to 

obtain the actual distribution of droplet diameters. Recently, Nath et al. [33] coupled a nonlinear 

break up analysis of a planar liquid sheet with the MEF based model to predict the droplet size 

and velocity distributions in a spray. 

Summary and Conclusions 

Though the MEF based modeling technique of droplet size prediction is almost three decades old, 

there are some issues which are yet to be resolved fully. The success of a MEF model lies in 

formulating the correct constraint equations which can supply all the necessary information 

regarding the event. Sirignano and Mehring [34], while analyzing the break up of a round jet, 

showed that a part of the liquid surface energy causes an oscillatory kinetic energy in the droplet, 

which dissipates into internal energy as a result of viscous action. Though the dissipation 

increases the internal energy only by a small amount, Sirignano and Mehring [34] hypothesized 

that internal energy could also be accounted in the conservation of energy equation for maximum 

entropy formulation for the prediction of droplet size and velocity distributions. However, the 

contribution of this consideration on the predicted results has not been shown explicitly in the 

literature and could be taken into consideration. Dumouchel [21] further questioned the use of 

total energy conservation for the prediction of spray characteristics citing that the energy source 

responsible for atomization is not the directed kinetic energy but the turbulent and circulatory 

kinetic energy. A final consensus to this effect has not yet been reached. Moreover, the 

conservation equations normally considered for formulating the constraint conditions in MEF 

results into the higher order moments in diameter and velocity, while one school of thought 

considers the lower order moments have the greatest influence on the shape of the PDF. The 

argument goes as the distribution with only the higher order moments may not be sufficiently 

reliable. Another critical observation is that most of the MEF prediction for different spray 

systems results in a mono-modal distribution of the droplet size, while in practice more complex 

distributions, like bi-modal, is also observed. Further studies in the subject with necessary 

experimental validations can overcome the prevailing doubts. Experiments on the variation of 

velocity of the droplets generated from a spray are sparse in the literature and therefore validation 

of droplet velocity distribution predicted by MEF model is hardly found. However, this is an 

important information for the simulation of the spray combustion process, as the variation in the 

initial velocity of the droplets can affect their trajectory in the combustion chamber. For a 

comprehensive prediction of spray characteristics it is also required to know the right break up 

mechanism of the sheet or jet issuing from the atomizer. This is another area on which further 

studies are to be conducted.  
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Spray impingement studies for biofuels 

Anand T N C and Shamit Bakshi 

 Biofuels are becoming more important and relevant than ever before in the Indian 

context, both as a potential fuel for use in India, and also from an energy security point of view. 

Whereas the use of straight vegetable oils (SVOs) in engine is more challenging, the esterified 

version of non-edible vegetable oils is already being used directly or more frequently as blends 

with conventional fuels. One well known problem as we move from fossil fuel to bio-fuels is the 

decreasing volatility of the fuel. This makes the process of spray impingement unavoidable for 

direct injection engines where the use of the fuel is envisaged. Studies on spray impingement in 

general are not abundant in literature and the same for bio-fuels are very few. The efficient use of 

bio-fuels in engines requires extensive study of these fuels in terms of spray characterization, 

evaporation and spray/droplet wall interaction. These studies are of direct relevance in 

developing technologies which can enable the efficient utilization of biofuels in engines, and also 

to develop and validate models which can enable engine optimization using computational fluid 

dynamics (CFD). Taken together, these studies are even more relevant now when researchers in 

other parts of the world are working towards a ‘designer’s bio-fuel’. As rapid strides in fuel 

processing and synthesis takes place, it is important for the scientific community to identify the 

effect of fuel properties keeping in mind the various processes which take place. This will help 

identify the properties desired of a dream fuel, the synthesis of which is likely to become 

possible in the near future. 

 
The spray characteristics are important parameters for all direct injection engines. In this 

regard, it is important to characterize a bio-fuel spray and compare it with that of a conventional 

fuel. Additionally, it is important to look at spray impingement for biofuels as it is apparent from 

earlier studies that the slow evaporation of biofuels will definitely lead to impingement of the 

spray onto the piston surface. Although a number of studies exist in the literature pertaining to 

the impact of single droplet onto a dry and wet surface, the literature on spray impact onto a 
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surface is very limited. A recent review on the spray impact and how single droplet studies are 

important in understanding spray impact is given by Moreira et al. [1]. Spray impact as 

compared to a single drop impact is influenced by more parameters like the influence of the 

neighbouring and/or previous drops, the film surface fluctuation, film height, film velocities, 

crown-crown interactions etc. Sivakumar et al. [2] present one of the first studies on the extent of 

these effects in a spray wall interaction process. It is concluded from their study that the spray 

impingement cannot be explained as a superposition of individual drop impacts, or even by 

accounting for drop-drop or drop-crown interaction. Liquid film velocities and film heights can 

strongly influence the secondary breakup. An experimentally obtained threshold limit for splash 

in case of a single droplet impact onto a dry or wet surface is given by Cossali et al. [3]. This is 

given as, K=We*Oh-0.4, where K is the discriminating variable for splash, which depends on the 

surface conditions (roughness for a dry surface and the thickness of the film for a wet surface), 

We is the Weber number and Oh is the Ohnsorge number. The impact of film thickness on the 

formation and time evolution of the traversing rim was studied by Cossali et al [4]. They studied 

the drop formation by secondary atomization after drop impact onto a film and found that for the 

configuration and parameter range used by them, the impact of film thickness is only limited. 

Panao et al. [5] studied the impingement characteristics of a pulsating gasoline spray which is 

used for manifold injection with a hollow-cone PFI injector. They used PDA systems to 

characterize the free spray (spray without the target) and the spray impinging onto a small disc. 

The comparison of droplet size distribution and drop velocities throws light into the mechanism 

of secondary atomization. Their study suggests that splash is the primary mechanism of 

secondary atomization. A large fraction of the droplets in the stagnation region are seen to adhere 

to the surface which feeds momentum into the film for crown formation. It is apparent from their 

study that it is important to include the spread and dynamics of the liquid film in impingement 

modelling. The outer spray is influenced by the entrainment from the convective vortex which 

can cause reimpingement of the entrained droplets. In a later paper, Panao et al. [6] extended this 

work and suggested that the effect of the film dynamics can be captured in a model possibly by 

modelling the fractions of mass, momentum and energy transfer between the spray, liquid film 

and the outgoing droplets. This way, the effect of film dynamics can be captured without going 

into the details of the local variations in the film. Roisman et al. [7] studied the spray impaction 
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process onto a target both theoretically and experimentally. They proposed an empirical model 

for the secondary spray based on the experimental data by using phase Doppler anemometry. In 

this model, the secondary spray is described as an average using integral parameters of the 

primary spray. Kalantari et al. [8] also studied the spray impact onto a target by using phase 

Doppler technique and high-speed photography. They studied the development of crown height 

with time for impact of individual droplets in a spray. The mismatch between these results and 

the single droplet impact results observed, and the differences are attributed to the local film 

velocity fluctuations. Randy et al. [9] studied single droplet impact onto a film with variable film 

heights. They observed that thin films can promote splashing whereas larger film thickness can 

inhibit it. Even in absence of strong film dynamics induced by the spray, the film height can 

substantially change the splash thresholds and the secondary atomization.  

From the literature presented, one thing is very clear: the spray impingement onto a surface 

cannot be explained as the superposition of several single drop impacts. Particularly, the film 

dynamics introduced by the impingement process itself strongly influences the secondary 

atomization process. As pointed out in the recent review article [1], the effect of surface 

properties on secondary atomization is not available in the literature. The literature on spray 

impact onto heated surface is also very sparse. These effects can possibly be studied for bio fuel 

sprays, as it is apparent that such a spray will definitely impinge onto the piston surface. 

Measures to tailor the piston surface and its temperature can help in improving secondary 

atomization (post impingement) characteristics. 
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Introduction

With depleting petroleum resources, the world needs to find safe, sustainable and cost

effective alternative fuel for automotive engines. Non-edible plant oils such as Pongamia

and Jatropha are being considered as important partial or complete substitutes for diesel

to reduce dependence on fossil fuels. The use of plant oils (also called as Straight

Vegetable Oil or SVO) have significance over biodiesel as they do not require any

processing after crushing hence keeping the cost of production lower. The performance of 

diesel engine and its emissions are significantly affected by the spray characteristics and

sub- sequent mixture formation. While considering these oils as replacement fuels in diesel 

engines, it is important to study the spray behaviour of these fuels. The physical properties

such as viscosity, density and surface tension are the main properties affecting spray

atomization. These properties, mainly viscosity and surface tension are known to have

adverse impact on atomization of the spray.

The literature on sprays of plant oils shows that there is a need for fundamental studies

in terms of spray formation (atomization and evaporation) and combustion of these oils to

improve the engine efficiency and emission performance. Furthermore, there is no study on

detailed spray characterization of non-edible plant oils such as Jatropha and Pongamia.

There is also a need for spray tip penetration correlation for such fuels. In the present work,

a detailed spray characterization of Pongamia oil and its blends with diesel at various

injection pressures and gas pressures is studied for the first time. The spray

characteristics, tip penetration, cone angle, SMD and liquid volume fraction distribution are

measured for Pongamia oil, P20 blend (20% Pongamia + 80% diesel by volume), P50 blend 

(50% Pongamia + 50% diesel by volume) and diesel. The spray tip correlation for diesel

is modified to take into account the different liquid viscosity. The modified correlation is

verified for the Pongamia oil and its blends.
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(a) Visualization window arrangement (b) High pressure chamber

Figure 1: The high pressure spray visualization chamber.

High pressure spray visualization facility

A spray visualization facility is designed and developed to characterize the high

pressure spray. A high pressure, constant volume chamber is designed for spray

visualization up to gas pressures of 60 bar and gas temperatures of 600 K. The chamber is

fabricated using a stainless steel (SS-304) cylinder with inner diameter of 182 mm, height of

300 mm and wall thickness of 20 mm. A solenoid injector and temperature and pressure

sensors are mounted on the top plate. The optical access inside the chamber is provided

using four, 30-mm thick quartz windows placed along the periphery of the chamber (Fig.

1). Two windows placed diametrically opposite are used for the shadowgraphy and PDIA

(Particle/Droplet Image Analysis) techniques to obtain spray tip penetration, cone angle,

droplet size and shape. The visualization window used for spray characterization is 50 mm

high and 30 mm wide. The window placed at 90° is used for fluorescence and Mie imaging.

Droplet size measurement

The PDIA technique is used for droplet size measurement. The droplet size distribution

for the diesel spray is shown in Fig. 2a. The SMD obtained for diesel at an injection

pressure of 1000 bar and gas pressure of 30 bar is 18  m. There are very few droplets with

diameter above 30  m. Only droplets with diameter above 8  m are shown as the accuracy

of determining diameter of droplets smaller than 8  m was poor.  The droplet size

distribution for Pongamia oil is shown in Figure 2b. A large number of droplets above 30

 m are detected resulting in an SMD of 43  m. The presence of larger droplets in the range
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of 60  m possibly represents the larger droplets undergoing secondary breakup. The SMD 

measured for the different fuels is compared in Fig. 3. The larger SMD in case of

Pongamia SVO and its blends in comparison with diesel indicates a reduced level of

atomization. The SMD for the Pongamia spray is more than 200% higher compared to that

of diesel.  From the SMD values of Pongamia oil, the trend observed in the tip penetration

can now be explained.   Pongamia and blends have shown higher SMD signifying

presence of larger droplets as compared to that of diesel. Due to presence of the larger

droplets, the Pongamia spray carries more mass and momentum. However, in case of

diesel, improved atomization leads to smaller droplets with less mass and momentum.

Hence, although initial penetration in case of diesel, Pongamia oil and blends is similar,

diesel droplets loose momentum early, whereas the Pongamia oil spray with higher

momentum continues to penetrate further.

Planar measurement of SMD and liquid volume fraction

A novel methodology utilizing the Planar Laser Induced Fluorescence (PLIF) and

Mie images along with PDIA point measurements is developed to get quantitative liquid

volume fraction and SMD measurement. The PLIF images of natural fluorescence from

diesel and Pongamia oil are obtained using the 355-nm excitation wavelength. The Mie

images are obtained using the 532-nm laser wavelength to isolate images from the

absorption loss of the laser sheet. 

Figure 2: Droplet distribution of diesel and Pongamia spray at 25 mm below nozzle tip, 2.5 ms from start of

the injection pulse, injection pressure 1000 bar, chamber pressure 30 bar.

The diesel and Pongamia sprays are studied at an injection pressure of 1000 bar and a gas

pressure of 30 bar under non-evaporating condition. The methodology is used to obtain the
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liquid volume fraction distribution in diesel and Pongamia spray at various time instants

(Fig. 4). The diesel spray showed uniform distribution of fuel compared to that of

Pongamia. The Pongamia spray showed more liquid volume fraction at the center of the

spray and there was less spread of the liquid radially with time.  The SMD distribution is

obtained using the LSD technique with corrected Mie and PLIF images. The SMD

images (not shown here) indicate a relatively uniform distribution in the diesel spray,

whereas higher values are observed in the center of the Pongamia oil spray.

Figure 3: SMD for different fuels. Injection pressure of 1000 bar, gas pressure of 30 bar, 25 mm below the

nozzle tip, 2.5 ms after start of the injection pulse.
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gas pressure of 30 bar, 2 ms from start of the injection pulse.
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 Sprays have found varied uses within biomedical fields, particularly in applications where 

flexibility, precision, and control are essential. In delivering drugs to the lungs, nose, or eyes, sprays 

provide accurate dosing and placement, while avoiding first-pass metabolism that plagues oral 

pharmaceuticals. Spray delivery to mucous membranes has near-instant absorption, and thus much more 

rapid effect.  Sprays applied directly to the skin can directly treat fungus and other ailments, as well as 

deliver treatments to subsurface layers. A less known use of spray sin biomedicine relates to its cooling 

capacity. Laser treatment of sub-dermal problems, such as port wine stain (PWS) birthmarks, is enabled 

through the use of refrigerant sprays to prevent skin from burning, while many other skin disorders can be 

treated by precision through cryogenic spray freezing. 

 Drug delivery is the most widespread use of biomedical sprays; the well-known asthma inhaler is 

an aerosol spray to get drugs to the lungs and throat. The goal of all spray research in lung-delivery drugs 

is to optimize and control deposition within the lungs while minimizing deposition prior to the target. The 

spray characteristics, such as droplet size range and distribution, have a tremendous impact on the 

performance of the spray as a delivery vehicle. Studies have statistically analyzed the optimal drop size 

related to the lung morphometry, leading to correlations for ideal drop size based on patient’s age, size, 

and gender [1]. These correlations are especially useful in light of recent findings that the traditional 

asthma inhaler provides reduced dosing due to inadequate use and optimization, especially in school-age 

children [2]. Sprays also provide useful and easily adaption of drug delivery to intubated patients, 

although a new host of challenges for optimizing sprays for drug delivery is under current investigation. 

In state-of-the-art macromolecule-based drugs, sprays have shown promise in delivering these fragile 

particles to their targets, although the high shear stress and cavitation commonly encountered in spray 

flows needs to be addressed. 

 In counterpoint to lung-targeted drugs, sprays 

are also useful to deliver drugs to the nasal cavity. 

Whereas sprays targeting the lungs must have minimal 

deposition until they reach the alveolar branches, nasal 

cavity delivery requires very short air-time and 

quickly need to deposit on the membranes within the 

nose. By controlling the angle and plume of the spray, 

up to 90% of a dose can be deposited on the targeted 

region of the nose, as illustrated in Fig. 1 [3]. The 

interplay of droplet aerodynamic diameter, spray 

velocity, and patient inhalation controls the deposition 

rates [4]. Sprays have the potential to restrict drug 

delivery to targeted diseased regions within the nose, 

avoiding collateral dosing of healthy tissue. 

 Delivering drugs to the eyes is a novel 

potential application of sprays, where traditional 

                                                           
1
 Portions of this extended abstract have been taken from a 2011 Review: C.S. Lengsfeld and G. Aguilar, “Targeted medical 

sprays stimulating therapeutic effects”, Atomization and Sprays, 21 (4), 327-348, 2011. 

Figure 1. Deposition of spray within turbinate region of 

nasal cavity at varying spray plume angles. From Foo et al. 

2007. 
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methods have significant obstacles to overcome: the layering of the eye restricts mass transfer, and using 

needles to bypass these layers causes discomfort to the patient and requires highly specialized personnel. 

Topical drugs for treatment of the eye (eye drops and washes) are imprecise, requiring the therapeutic 

dose to be delivered many times due to volume loss, which can lead to overdose and severe side effects. 

Sprays can replace topical drug delivery easily, while providing the therapeutic dose more efficiently [5]. 

 Sprays applied directly to the skin are flexible, powerful, and as-yet unresearched tools that could 

fulfill numerous requirements within the biomedical field. As direct treatment methods, sprays are already 

in use in fungal remedies, being at least as effective as topical methods [6]. Delivering replacement skin 

cells to injured or diseased regions using a spray is under investigation [7]. Spray sunscreen and insect 

repellant is of widespread, although recent studies are examining further their effectiveness and 

absorption into the skin [8]. 

 Transdermal drug delivery is another potent use of sprays. If a drug can be delivered via a spray, 

instead of a dermal patch, the patient does not have to deal with the discomfort associated with wearing 

patches for prolonged times. Through absorption [9] or ballistic sprays [10], drug particles can be moved 

through the skin. This method is still very much under development and faces some challenges. For 

example, it has been shown that spray delivery of testosterone is very difficult to accomplish, as the drug 

is affected by the atomization process [11]. Comparable results to standard administration of heparin have 

been achieved with sprays [12]. Recently, two novel methods of creating micro-incisions through the 

stratum corneum layer of the skin have been proposed and investigated by our group: first, through 

superficial skin freezing followed by mechanical stretching to create micro-cracks that serve as channels 

for drug delivery: cryopneumatic approach [13]; second, through continuous wave lasers aimed at highly-

absorbing liquid films which induce optical thermocavitation previously applied to the skin surface [14]. 

The end result of both procedures is that by permeating the stratum corneum, absorption of drugs by the 

skin is greatly enhanced. 

 Cryogenic cooling of skin is a well-established use of biomedical sprays. In the last 17 years, the 

research on this type of sprays has exploded, developing refrigerant sprays into a controlled, safe, and 

repeatable method of skin cooling. Thermal management of skin using sprays has two primary 

applications. First, spray cooling is used as a protective measure during sub-dermal targeted laser surgery. 

By rapidly removing heat from the skin, thermal damage and, thus, scarring can be avoided on the outer 

layers of skin, while blood vessels and other subcutaneous tissues can be thermally damaged selectively 

by a laser. Port wine stain (PWS) birthmarks are treated through this method—capillaries below the skin 

are photocoagulated while an R134a spray provides 

thermal protection to the skin from unintended laser 

heating. This method is in use for the treatment of 

PWS, hemangiomas and many other vascular and 

pigmented lesions as well as cosmetic procedures. 

The second purpose for cryogen spray cooling of the 

skin is to intentionally damage a select region, 

referred to as cryosurgery.  Both protective cooling 

and cryosurgery are dependent on controlled heat flux 

removal from the skin. Research on spray cooling has 

focused on enhancing or predicting the heat flux 

induced by the spray.  The effects of spray 

characteristics, such as mean droplet diameter, spray 

velocity, density, and evaporative properties have 

been studied primarily experimentally using 

sophisticated non-intrusive laser Doppler (LDV and 

PDPA) techniques [15]. The temperature variation 

Figure 2. Skin temperature history for several spray 

durations. Δt is the time duration of the spurt of cryogen. 

From Aguilar et al, 2003 [16]. 
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related to spray duration (Dt) and distance from 

target have accompanied these studies [16]. En 

example is shown in Fig. 2.  

 Predictive modeling and experiments for 

various surface conditions, such as skin indentation 

and roughness, also occurred in the early 2000s 

[17]. An example is illustrated in Fig. 3. After 

modeling factors controlling heat flux, the goal of 

the cryogen cooling studies became to maximize 

the cooling heat flux to enable higher laser fluence 

to be used during therapy. Preheating of the skin to 

increase net heat flux [18], using ambient humidity 

to alter the optical absorption of skin [19], and 

measurement of the deposition of rapidly-

evaporating sprays [20], among other topics, were 

explored to improve heat transfer. Further, the 

safety and side effects of the cryogen sprays on 

human skin were evaluated, especially with 

concern over long-duration exposures to CSC [21]. Side effects of CSC upon human skin include 

transient hyperpigmentation, which can become permanent if the spray duration is extended but is 

unlikely for the short pulse sprays [22]. 

 The rise of the use of CSC in subcutaneous treatments spread to several other laser skin therapies. 

For example, CSC became useful in conjunction with laser hair removal [23]. Further, the process of 

sutureless tissue welding has been enhanced by spray cooling the skin [24]. Many additional biomedical 

applications of CSC have developed, such as in treatment of scars [25], acne [26], and cartilage reshaping 

[27]. 

 Optical thermocavitation is a recent 

idea in spray control and enhancement. Using a 

highly focused laser, with a wavelength tuned 

to the absorption spectrum of the liquid, 

cavitation bubbles can be induced in a liquid 

flow as the laser superheats the liquid. The 

subsequent collapse of the bubble produces a 

shockwave of tremendous pressure. As 

mentioned previously, this process has already 

been harnessed to puncture the stratum corneum 

[14]. Cavitation can be induced by pulsed lasers 

or with a steady frequency using continuous 

wave lasers. The laser power controls the 

frequency of cavitation.  Preliminary work 

included use of an infrared continuous wave 

laser to induce cavitation in a quiescent droplet, 

creating high-velocity microjets, using the 

configuration shown (see Fig. 4). An example 

of a jet induced by thermocavitation using the 

experimental arrangement illustrated above is 

shown in Fig. 5.  

Figure 2. Experimental setup to examine thermocavitation within a 

quiescent droplet. 

Figure 3. Maximum heat flux of CSC vs skin indentation. 

From Basinger et al, 2004 [17]. 
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Figure 5. Liquid jet formed by thermocavitation bubble collapse. a) bubble collapse, b) 497, 

c) 1082, d) 2135 and e) 3451 µs after the collapse. 

  

Notice that after 3.5 ms, a droplet is prone to be formed at the tip of the liggament that was ejected the the 

shock wave. The liggament size and frequency of formation can be controlled well with laser power, 

suggesting that droplet formsation and atomization may be optimized.  

 Our ultimate goal is to use this method of inducing controlled thermocavitation with inexpensive 

sources like the CW lasers to control atomization. Cavitation within a nozzle has been shown to affect the 

ultimate atomization [28, 29]. Cavitation induced outside of the nozzle, e.g., within the liquid jet, may 

now be used to induce atomization and control spray characteristics. For example, by moving the 

cavitation point farther downstream from the nozzle, the spray coverage area can be reduced as the spray 

plume has less distance to widen; in the same configuration, turning off the laser completely will result in 

a jet instead of a spray. Optical thermocavitation can provide flexible spray control in situations where 

precision is needed. 

 Finally, thermocavitation may also be a potentially useful tool that helps agitate a deposited liquid 

on the surface, promoting mixing within a thin liquid layer. Most of the energy provided in optical 

thermocavitation is dispersed acoustically, with much less sustained heating than anticipated. Inducing 

cavitation in a thin film can thin the thermal boundary layer, increasing net heat flux. It may also enhance 

an evaporative process of a refrigerant or cryogenic spray, further enhancing the cooling efficiency [18]. 

The rapid velocity fluctuations caused by cavitation will disperse deposited liquid, helping make way for 

fresh coolant to impinge upon the substrate. Through these mechanisms, optical thermocavitation has the 

potential to enhance spray and other liquid cooling methods for high heat flux applications. This is a topic 

of current investigation in my group, which will be reported shortly. 
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Introduction 

The flame spread phenomenon is described as a diffusion flame propagating in 

an oxidizer environment, parallel to a condensed fuel surface by pyrolysis of fuel 

ahead of the flame. The interest in this class of problems is specifically driven by the 

need to have better fire safety. Extinction of flame is an aspect that is important to fire 

safety. For various reasons water mist has been considered a good fire extinguishing 

agent. The literature shows that there is an optimal size of water mist droplet (20-

30µm) at which mass consumption of water is minimum. However, in certain flames 

ultra fine mist (1-10µm) is found to be more effective. The effectiveness of water mist 

in suppressing spreading flame has not been investigated. Spreading flame 

suppression in normal gravity and zero gravity could be different because of the 

different predominant transport processes.  

Here in this work we investigate numerically the suppression of opposed flow 

spreading flame in space environment by water mist specifically to answer questions 

raised above. The results are also compared and contrasted with down flame spread in 

normal gravity. 

Theoretical Formulation and Numerical Method 

The flame suppression by water mist required development of a 2D liquid phase 

model which was coupled with the flame spread model. 

Figure 1 shows the schematic of computational configuration for the opposed 

flame spread over thin solid fuel. The gas-phase consists of 2D governing equations 

of full Navier-Stokes equations for laminar flow along with the conservation 

equations of mass, energy and species. The specie equations are for fuel vapor, 

oxygen, carbon dioxide and water vapor. A one-step, second-order finite rate 

Arrhenius reaction between fuel vapor and oxygen is assumed. The system of coupled 

elliptic partial differential equations for the flow and combustion in the gas phase is 

solved numerically by SIMPLER/PISO algorithm with multigrid technique. The thin 

solid fuel model comprises of equations of continuity and energy in 1D/2D along with 

a zeroth order solid fuel pyrolysis law. The solid fuel considered here is an 

aerodynamically and thermally thin cellulosic material. The solid is assumed to burn 
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ideally i.e. it vaporizes to form fuel vapors without melting or charring. The solid-

phase equations are solved by the finite-difference technique. The non-dimensional 

governing equations are solved in flame fixed coordinates. The liquid-phase is 

modeled in Eulerian frame following the approach of Beck (2000). The main 

assumptions in water mist modeling include spherical water droplets, no collisions, no 

coalescence, no droplet break-up and no surface wetting.
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Fig. 1 Schematic of the 2D computational domain with geometrical details and a 

typical mesh. The fuel is located at y=0.

Result and Discussion 

The 2D liquid phase model based on work of Beck(2000) was developed and 

validated against experimental work of Ndubizu et al.(1998) where water mist was 

used to suppress co-flow Methane-Air diffusion flame. Figure 2 shows this 

configuration and comparison of numerical prediction of flame temperature at various 

axial locations with the experimental data.   
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Fig. 2(a) Schematic of experimental setup of Ndubizu et al., (b) schematic of present 

numerical study   (c) temperature profiles with and without water mist 

suppression.
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The two phase model was integrated with the flame spread code to examine 

spreading flame suppression characteristics of water mist. The present model does not 

include gas radiation. Computations were carried out for zero-gravity spreading flame 

and normal gravity downward spreading flame. The effect of droplet size, water mass 

fraction, free stream velocity have been investigated. The oxygen level in all the 

simulation was maintained at 50%. Figure 2 presents a summary of the effect of 

droplet size and liquid mass fraction on flame suppression of downward spreading 

flame (Fig 2a) and a zero gravity opposed flow flame (Fig. 2b). The flame length may 

increase or decrease or increase and decrease with increase in droplet size or water 

mass fraction. This results from two competing effects; one, the evaporating water 

droplets inhibits lateral diffusion of fuel and oxidizer there by increases flame length 

and the other is flame size reduction by cooling.  One can also see that there is a 

critical water mass fraction, only above which can the flame be extinguished by the 

application of water mist. There may exist for certain water mass fraction an optimal 

droplet size range only within which flame can be extinguished. At higher water mass 

fraction there exists a maximum droplet diameter above which the flame cannot be 

extinguished. This critical diameter increases with increase in water mass fraction 

(here computed up to water mass fraction of 0.8) in the gas-water mixture. At certain 

higher mass fraction this trend is expected to reverse but is out of the scope of this 

study as model assumptions of no collision and no droplet break-up will not hold true. 
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Fig. 3 Effect of droplet diameter and water mass fraction on suppression of 

opposed flow spreading flame. (a) Downward spreading flame (b) zero-

gravity flame.   
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A comparison of normal gravity flame suppression and zero gravity flame 

suppression here shows that there is a crossover of extinction boundary. While the 

critical water mass fraction is higher for zero gravity flame it can be extinguished 

more easily (i.e. at larger droplet size) than normal gravity flame at higher mass 

fraction.

Conclusions

1. The computations showed existence of critical water mass fraction, maximum 

critical droplet diameter and for some water mass fraction an optimal droplet 

size range for suppression of opposed flow spreading flame.

2. The zero gravity and normal gravity opposed flow spreading flame may show 

a reversal in trend for flame extinction by water mist. Present computations 

showed that while  the critical water mass fraction is higher for zero gravity 

flame it can be extinguished more easily (i.e. at  larger droplet size) than 

normal gravity flame at higher water mass fraction.
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Introduction 

Dense sprays are important to a wide range of engineering systems. The primary challenge in studying 

the structure of these sprays lies in the multiphysics nature of the interactions in this spatial region. Two 

specific challenges are more daunting than others. Firstly, droplet-droplet interaction resulting in 

secondary breakup or coalescence is a modeling challenge especially when the presence of the 

continuous phase is included as a causal effect. Secondly, this spatial region in the spray is associated 

with the steepest size-velocity correlation. To further complicate matters, the liquid entities are known 

to be highly aspherical resulting in a very complicated nature of the interaction between the continuous 

and dispersed phases. Employing exact physical models which capture all the physics is currently not 

feasible, especially in real engineering situations. As we will show, the best modeling choice lies in a 

statistical modeling approach coupled to a phenomenological treatment of the physical processes. 

 

Williams spray equation and population balance models 

The statistically exact approach to modeling this problem is through the Williams spray equation [1] 

which is an evolution equation for the evolution of a probability density function, ���, �, �, ��. Here 

� 	 
��, �, ��� denotes spatial (or external) co-ordinate vector and � 	 
��, �…��� represents a � -

dimensional internal co-ordinate (or state) vector. Examples of internal states are size, sphericity, 

composition and other properties that can be associated with the drops. In addition, � 	 
��, �, ��� is 

the velocity vector co-ordinate (treated as an independent variable). In general, this treatment allows 

for drops at the same internal state and external co-ordinate location to exhibit variations in velocity. 

This is quite unlike a classical Eulerian velocity field and is referred to as a polykinetic treatment and will 

be discussed in some detail later. The evolution of � in this � � 6 dimensional space and time is given by 

the Williams spray equation: 

 
��
��
� �� ∙ ���� � �� ∙ ���� � �� ∙ ���� 	 ����� � � ���      (1) 

 

Here � 	 
!�, !…!�� represents a velocity associated with the motion of the pdf in the internal co-

ordinate space. In the simplest case where � 	 1, � represents a rate of growth of drops. � 	

#�, #, #�� represents a force vector which causes the pdf to evolve in the velocity co-ordinate space. 

��, �� and �� are divergence operators defined on the appropriate spaces. �  is a nucleation operator 

involving nucleation of drops (due to say, condensation) and will not be discussed herein. �� is a 

collision operator which models the evolution of � due to droplet-droplet interaction. Both these terms 

represent sources in the equation and will influence the evolution of �. Therefore, developing models 

for these terms which capture the essential microscale physics of droplet-droplet interaction is 

important. Population balance modeling provides a phenomenological framework for such a treatment 

of these source terms. 

 

Phenomenological modeling attempts to capture the essential higher order behavior through lower 

order constitutive input parameters or functions. These constitutive input functions are usually obtained 

or validated through experiments. Population balance modeling is one such approach where the 

collision and growth terms are modeled in a thermodynamically and physically consistent framework. In 
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this approach, droplet collisions are thought to result in four possibilities - birth or death of drops either 

due to agglomeration or atomization. The result is given by [2], 

 

����� 	
$ Γ��, �����, �, �, ��&''''('''')
 *+�,	.�	�/01.23	45	41*+�+6*

� 7 8��|�′�Γ��′����, �′, �, ��;�′<
�&'''''''''(''''''''')

=>1�,	.�	�/01.23	�1.?	41*+�+6*	.�	@+16*	01.23

$

���, �, �, �� 7 A��|�′����, �′, �, ��;�′<
�&'''''''''''(''''''''''')

 *+�,	.�	�/01.23	45	+66@.?*1+�>.B

� �
7 A�� $ �C|�′����, � $ �′, �, �����, �′, �, ��;�′<
�&''''''''''''''('''''''''''''')

=>1�,	.�	�/01.23	45	+66@.?*1+�>.B

   

   (2) 

 

Here the term "� $ ;EFGH"	is used to indicate drops of state (or size), �. A��|�′� represents the 

probability kernel of coalescence between a drop at state � with a drop at state �C; 8��|�′� represents 

the probability kernel of formation of a drop at state � from a drop at state �C and Γ��, �� represents 

the breakage frequency of drops of state �. In general, these functions can admit all internal state 

variables and dependent variables as arguments, but not external co-ordinates or time. The set of these 

four terms give rise to balance of mass for drops in the internal state space, � to � � ;�. These three 

functions can be constitutively determined from experiments. For example, the liquid-liquid dispersion 

literature has evolved systematic experimental approaches to develop these functions from first 

principles. [2] This approach to modeling the source terms coupled with multiphase continuum 

mechanical description of the transport processes will complete a mathematical description of the 

dense spray region. 

 

Eulerian multiphase models 

Multiphase continuum mechanics allows the modeling of fragmentation, agglomeration, nucleation and 

growth of particles, bubble in an Eulerian transport framework. These models are sometimes referred to 

as population balance models in the Chemical Engineering literature. In this approach, it is customary to 

start with the balance of mass equation with the above- mentioned physical phenomenon modeled as 

either advection or source terms associated with the Eulerian balance equation. [3, 4] In all previous 

studies with population balance models, the multiple particulate phases are assumed to all be moving 

with the same velocity in an isothermal environment which precludes the need for presenting additional 

balances of momentum and energy. In several situations however, it is likely that the particles of varying 

sizes are moving with different velocities at the same physical point in space. An example to illustrate 

the case in point occurs with polydisperse sprays, especially in the near nozzle region. This requires that 

an explicit balance of momentum and energy be stated to accompany the balance of mass equation. We 

herein present these equations to complete the set of balance equations that describe the evolution of 

a multidimensional particle size/velocity distribution in a continuous polydisperse multi-velocity 

formulation. 

 

Multiphase continuum mechanical models are employed in situations where a finite number of 

interpenetrating continua with each continuum is characterized by its own constitutive law and set of 

internal co-ordinates (for example, drop size in the case of a spray). For this case, mass, momentum and 

energy balance can be written with source terms similar to equation (2). The main hurdle to harnessing 

the vast body of Eulerian continuum mechanics knowledge for this cause is to consistently incorporate 

polykinetic physics.  

 

Polykinetic droplet motion suggests that drops at a given external co-ordinate location, � and at a given 

internal state, � can manifest a velocity pdf that can be measured in time. This possibility is not 
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completely exclusive of multiphase continuum mechanical treatment. For the case where a mean 

velocity of such droplet motion can be identified, the process is akin to a turbulent flow. Therefore, 

polykinetic physics can be handled using modeling techniques based on Reynolds averaging similar to 

those employed to study turbulent flow. The velocity would be dependent on size but variations in such 

velocity would then be associated with the stress field. Under this assumption, equation (1) would 

represent a Direct Numerical Simulation of a polykinetic droplet flow. The averaging process when 

employed rigorously (upon defining an appropriate mean velocity field) yields a Navier-Stokes like 

equation with source terms given by equation (2). These equations will be referred to as Eulerian 

Population Balance equations (EPBM). 

 

As mentioned before, sprays form the perfect case study for the need for such a formulation. Previous 

attempts to pose such a complete set of equations have resulted from modifying the Williams spray 

equation. [5, 6] The Williams spray equation attempts to treat the spray akin to a monatomic ideal gas 

where momentum transfer between particles is modeled through a collision operator as is customary in 

the Boltzmann equation. However, in adapting the Boltzmann equation into the Williams spray 

equation, the collision operator is usually left out. This leads to the assumption that the particle phase is 

so dilute as to be approaching a stress free medium. Further, this assumption renders the Knudsen 

number, so large that Eulerian continuum models are rigorously invalid. We propose an alternate 

approach wherein the stress tensor which causes momentum and energy diffusion in the particulate 

medium is retained in the balance laws. If the drops are allowed to interact with each other, drop phase 

continuum stresses are to be considered and consistently incorporated into a balance of momentum 

and energy. This implies that the mass balance terms arising out of the population balance modeling 

(equation 2) need to be coupled with accompanying momentum balance terms. 

 

Numerical solution of Eulerian population balance equations 

The simplest and most direct numerical technique that has been employed to solve the EPBM equations 

is the classes method (CM). [7] In this method the internal state space, � is divided into a finite number 

of classes. The EPBM equations can then be integrated similar to a finite volume technique to yield a 

balance law for the discrete probability of each class, �>. This set of equations can be solved using a 

standard Navier-Stokes solver. This method, while being simple to implement, is computationally 

intensive owing to the large number of such classes required for convergence. 

 

A second method that has been employed is called the quadrature method of moments (QMOM). [8, 9] 

In this method, the EPBM equations can be integrated in the internal co-ordinate to yield a transport 

equation for the moments of the pdf, � . However, there are two problems associated with 

implementing this method numerically. For the case where droplets in different internal states move 

with different kinetic velocities, the moment transport equations are not closed. So, other postulates 

are required to bring in the size-velocity correlation information and close the system of equations. 

Recent extensions of this method called the Discrete Quadrature Method of Moments (DQMOM) [10] 

have attempted to overcome this problem, but still require validation against a CM solution. This is still 

an active area of research. If a solution can be found to this problem, DQMOM solution of EPBM offers a 

viable modeling route to studying transport in dense sprays. 
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Extended Abstract 

 
A high speed liquid jet atomizes into small droplets with broken off droplets being orders of magnitude 

smaller than the jet diameter. Numerical simulations of the primary atomization process have been 

performed using different interface tracking algorithms, namely, Volume-of-Fluid method by Zaleski et al. 

[1-3], Level-set method by Hermann et al. [4,5] and Front-Tracking algorithm by Tauber et al [6]. Grid 

resolution required to accurately capture the smallest drop is orders of magnitude smaller and 

computational cost increases with an increase in the number of droplets formed during atomization. 

Computational cost can be reduced by artificially removing the small droplets that are moving away from 

the liquid jet core. This, however, leads to loss of physics as secondary effects of the droplets interacting 

with the liquid-core downstream are ignored. Also, the prediction of the probability density function of the 

size of droplets in different parts of the computational domain downstream of the liquid jet cannot be 

computed. Figure 1 shows an schematic of a 3D drop resolved using an adaptive mesh refinement. The 

uniform grid size in the absence of the droplet is 2
4
 larger. Thus, the extra computational effort in the 

presence of hundreds of such droplets would be enormous.  

 

 
Figure 1. Schematic shows a 3D drop resolved with a very fine grid. 

 

We present here simulations using volume-of-fluid method coupled with a Lagrangian particle tracking 

(VOF-LPT) algorithm [7]. A similar algorithm coupling level-set with Lagrangian spray model has been 

given by Hermann [8]. The smallest droplets are removed from the VOF description [9] and modeled as 

point particles using a two-way coupling. The motion of the particles is tracked using the following 

equations: 
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dt

dx
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The drag force on the particle, FD, is given by, 

 ( ) uvuvVCdF pDD ---= r)(Re)4/(3                         (3) 

Here, d is the diameter of the particle, CD is the drag coefficient and is a function of the Reynolds number 

based on particle diameter. The velocity of the particle is represented by v , volume of the particle is V and 

the density and local fluid velocity is given by r  and u, respectively. The inertia force, FI, on the particle 

is given by,  
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The added mass force, FA, on the particle is given by, 
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Here, CM is the added mass coefficient which has value 0.5 for spherical particles. The lift force, FL, is 

given by, 

 ( ) wr ´--= uvVCF LL ,                                                    (6) 

where u´Ñ=w is the local vorticity of the fluid at the particle location and CL = 0.5. In the simulations 

presented here, the Basset history force on the particles due to history of the wake behind the particle has 

been ignored.  

 

For two-way coupling a momentum source term is added in the Navier-Stokes equation governing the flow 

of the underlying fluid. The momentum source term is given by, 
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To model interaction between the particles and the VOF resolved interface, particles are transformed back 

into the VOF description based on a proximity algorithm. Figure 2 shows a sequence of drops splashing on 

a liquid surface. Initially the drops are modeled as particles which transform into VOF description near the 

liquid surface (Figure 2b). Drops splash into the surface (Figure 2c) generating thousands of small size 

droplets (Figure 2d).  

 

Figure 3 shows the simulation of gas assisted atomization of a liquid jet. The density ratio in the simulation 

is 100. The liquid-gas momentum ratio is 16. The gas Reynolds number is 2060 and liquid Reynolds 

number is 5000. The thickness of the liquid jet is 1mm and the smallest grid size resolving the VOF 

interface is 5 mm . The droplets near the nozzle are of the order of 10-50 mm  whereas drops in downstream 

are of the order of a 50-100 mm .  

 

Number of droplets which couldn’t be modeled in the fully resolved simulation due to impractical 

computational requirements can be accounted for in the VOF-LPT algorithm. This model can be extended 

further to account for turbulence dispersion effect by including a fluctuating term in the momentum 

equation of particles. Also, if the particle densities are higher one needs to account for collision and four-

way hydrodynamic interactions between particles. 
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Figure 2 (a) Drops injected into the computational domain as particles (b) Drops transforming from 

Lagrangian description into VOF-description. (c) Splashes created due to multiple drop collisions (d) 

Thousands of small droplets formed due to splashes caused by the impact of multiple drops at the liquid 

surface. 

 

 
Figure 3. Liquid jet fragments into droplets assisted by a high-speed gas. Droplets modeled as particles are 

marked in red [7].  

 

(a) (b) 

(c) (d) 
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