United States Patent 5,761,090

Gross, etal. June 2, 1998

EXPERT SYSTEM FOR TESTING INDUSTRIAL PROCESSES AND
DETERMINING SENSOR STATUS

Abstract

A method and system for monitoring both an industrial process and a sensor. The method and
system include determining a minimum number of sensor pairs needed to test the industrial
process as well as the sensor for evaluating the state of operation of both. The technique further
includes generating a first and second signal characteristic of an industrial process variable.
After obtaining two signals associated with one physical variable, a difference function is
obtained by determining the arithmetic difference between the pair of signals over time. A
frequency domain transformation is made of the difference function to obtain Fourier modes
describing a composite function. A residual function is obtained by subtracting the composite
function from the difference function and the residual function (free of nonwhite noise) is
analyzed by a statistical probability ratio test.
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Description

The present invention is concerned generally with an expert system and method for reliably
monitoring industrial processes using a set of sensors. More particularly, the invention is
concerned with an expert system and method for establishing a network of industrial sensors for
parallel monitoring of industrial devices. The expert system includes a network of highly
sensitive pattern recognition modules for automated parameter surveillance using a sequential
probability ratio test.

Conventional parameter-surveillance schemes are sensitive only to gross changes in the mean
value of a process, or to large steps or spikes that exceed some threshold limit check. These
conventional methods suffer from either large numbers of false alarms (if thresholds are set too
close to normal operating levels) or a large number of missed (or delayed) alarms (if the
thresholds are set too expansively). Moreover, most conventional methods cannot perceive the
onset of a process disturbance or sensor deviation which gives rise to a signal below the
threshold level for an alarm condition.

In another conventional monitoring method, the Sequential Probability Ratio Test ("SPRT") has
found wide application as a signal validation tool in the nuclear reactor industry. Two features of
the SPRT technique make it attractive for parameter surveillance and fault detection: (1) early
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annunciation of the onset of a disturbance in noisy process variables, and (2) the SPRT
technique has user-specifiable false-alarm and missed-alarm probabilities. One important
drawback of the SPRT technique that has limited its adaptation to a broader range of
applications is the fact that its mathematical formalism is founded upon an assumption that the
signals it is monitoring are purely Gaussian, independent (white noise) random variables.

It is therefore an object of the invention to provide an improved method and system for
continuous evaluation and/or modification of industrial processes and/or sensors monitoring the
processes.

It is also an object of the invention to provide an improved method and system for automatically
configuring a set of sensors to monitor an industrial process.

It is another object of the invention to provide a novel method and system for statistically
processing industrial process signals having virtually any form of noise signal.

It is a further object of the invention to provide an improved method and system employing
identical pairs of sensors for obtaining redundant readings of physical processes from an
industrial process.

It is still an additional object of the invention to provide a novel method and system utilizing a
plurality of signal pairs to generate difference functions to be analyzed for alarm information.

It is still a further object of the invention to provide an improved method and system including a
plurality of single sensors for each industrial device or process for providing a real signal
characteristic of a process and further providing a predicted sensor signal allowing formation of
a difference signal between the predicted and real signal for subsequent analysis.

It is also an object of the invention to provide a novel method and system wherein difference
functions are formed from pairs of sensor signals operating in parallel to monitor a plurality of
like industrial devices.

It is yet an additional object of the invention to provide an improved method and system utilizing
variable and multiple pairs of sensors for determining both sensor degradation and industrial
process status.

It is still another object of the invention to provide a novel method and system having a plurality
of sensors analytically configured by an expert system to establish the minimum array of
coupled sensors needed to monitor each sensor as well as the industrial process or devices.

An expert system has been developed that continuously monitors digitized signals from a set of
sensors which are measuring a variety of physical variables (e.g., temperature, pressure,
radiation level, vibration level, etc.). The expert system employs a sensitive pattern-recognition
technique, the sequential probability ratio test ("SPRT") technique for early annunciation of
sensor operability degradation. A SPRT module can monitor output from two identical sensors
and determine if the statistical quality of the noise associated with either signal begins to
change. In applications involving two or more industrial devices operated in parallel and
equipped with identical sensors, a SPRT module applied to pairs of sensors monitoring the
same physical process on the respective devices will provide sensitive annunciation of any
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physical disturbance affecting one of the devices. If each industrial device had only one sensor,
it would not be possible for the SPRT technique to distinguish between equipment degradation
and degradation of the sensor itself. In this application the primary benefit of the SPRT method
would derive from its very early annunciation of the onset of the disturbance. Having this
valuable information, additional diagnosis can then be performed to check the performance and
calibration status of the sensor and to identify the root-cause of the signal anomaly.

For cases where each industrial device is equipped with multiple, redundant sensors, one can
apply SPRT modules to pairs of sensors on each individual device for sensor-operability
verification. In this case the expert system provides not only early annunciation of the onset of a
disturbance, but also can distinguish between equipment degradation and degradation of its
sensors. Moreover, when the expert system determines that the cause of the discrepant signals
is due to a degraded sensor, it can identify the specific sensor that has failed.

In a simple generic application involving a single industrial device equipped with triply-redundant
sensors for measurement of two physical variables, the expert system first identifies the
minimum unique set of signal pairs that will be needed for the network of interacting SPRT
modules. Further, the system can operate using two industrial devices working in parallel (e.g.,
jet engines, propeller drive motors on a ship, turbomachinery in an industrial plant, etc.). Again
the expert system identifies the pair-wise sensor combinations that it uses subsequently in
building the conditional branching hierarchy for the SPRT-module configuration.

Other objects, features, alternative forms and advantages of the present invention will be readily
apparent from the following description of the preferred embodiments thereof, taken in
conjunction with the accompanying drawings described below.

Brief Description of the Drawings
FIG. 1 illustrates the specified output of a pump's power output over time;

FIG. 2 shows a Fourier composite curve generated using the pump spectral output of FIG. 1;
FIG. 3 illustrates a residual function characteristic of the difference between FIGS. 1 and 2;

FIG. 4A shows a periodogram of the spectral data of FIG. 1 and FIG. 4B shows a periodogram
of the residual function of FIG. 3;

FIG. 5A illustrates a noise histogram for the pump power output of FIG. 1 and FIG. 5B illustrates
a noise histogram for the residual function of FIG. 3;

FIG. 6A shows an unmodified delayed neutron detector signal from a first sensor and FIG. 6B is
for a second neutron sensor; FIG. 6C shows a difference function characteristic of the difference
between data in FIG. 6A and 6B and FIG. 6D shows the data output from a SPRT analysis with
alarm conditions indicated by the diamond symbols;

FIG. 7A illustrates an unmodified delayed neutron detector signal from a first sensor and FIG.
7B is for a second neutron sensor; FIG. 7C shows a difference function for the difference
between the data of FIG. 7A and 7B and FIG. 7D shows the result of using the instant invention
to modify the difference function to provide data free of serially correlated noise to the SPRT
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analysis to generate alarm information and with alarm conditions indicated by the diamond
signals;

FIG. 8A and B illustrate a schematic functional flow diagram of the invention with FIG. 8A
showing a first phase of the method of the invention and FIG. 8B shows the application of the
method of the invention;

FIG. 9 illustrates a plurality of sensors monitoring two physical variables of a single industrial
device;

FIG. 10 illustrates triply-redundant sensors monitoring two physical variables for two industrial
devices;

FIG. 11 illustrates an overall system structure employing the sensor array of FIG. 10;

FIG. 12 illustrates triply-redundant sensors monitoring one physical variable for three industrial
devices;

FIG. 13 illustrates a logic diagram and conditional branching structure for an equipment
surveillance module; and

FIG. 14 illustrates a system of industrial devices and development of SPRT modules for
monitoring the system.

Detailed Description of Preferred Embodiments

In a method of the invention signals from industrial process sensors can be used to annunciate,
modify or terminate degrading or anomalous processes. The sensor signals are manipulated to
provide input data to a statistical analysis technique, such as a process entitled Sequential
Probability Ratio Test ("SPRT"). Details of this process and the invention therein are disclosed
in Ser. No. 07/827,776 which is incorporated by reference herein in its entirety. A further
illustration of the use of SPRT for analysis of data bases is set forth in U.S. Pat. No. 5,410,422
and copending application of the assignee Ser. No. 08/068,713, also incorporated by reference
herein in their entirety. The procedures followed in a preferred methods are shown generally in
FIG. 8 and also in FIG. 12. In performing such a preferred analysis of the sensor signals, a dual
transformation method is performed, insofar as it entails both a frequency-domain
transformation of the original time-series data and a subsequent time-domain transformation of
the resultant data. The data stream that passes through the dual frequency-domain, time-
domain transformation is then processed with the SPRT procedure, which uses a log-likelihood
ratio test. A computer software package, Appendix A, is also attached hereto covering the
SPRT procedure and its implementation in the context of, and modified by, the instant invention.

In one preferred embodiment, successive data observations are performed on a discrete
process Y, which represents a comparison of the stochastic components of physical processes
monitored by a sensor, and most preferably pairs of sensors. In practice, the Y function is
obtained by simply differencing the digitized signals from two respective sensors. Let y
represent a sample from the process Y at time ;. During normal operation with an undegraded
physical system and with sensors that are functioning within specifications the y, should be
normally distributed with mean of zero. Note that if the two signals being compared do not have
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the same nominal mean values (due, for example, to differences in calibration), then the input
signals will be pre-normalized to the same nominal mean values during initial operation.

In performing the monitoring of industrial processes, the system's purpose is to declare a first
system, a second system, etc., degraded if the drift in Y is sufficiently large that the sequence of
observations appears to be distributed about a mean +M or -M, where M is our pre-assigned
system-disturbance magnitude. We would like to devise a quantitative framework that enables
us to decide between two hypotheses, namely:

Hq, : Y is drawn from a Gaussian probability distribution function ("PDF") with mean M and
variance ¢°.

H, : Y is drawn from a Gaussian PDF with mean 0 and variance 0.

We will suppose that if Hy or H; is true, we wish to decide for H; or H, with probability (I-B) or (I-
a), respectively, where a and B represent the error (misidentification) probabilities.

From the conventional, well known theory of Wald, the test depends on the likelihood ratio I,
where

_ The probability of observed y,, y, ..., y, given H, true
The probability of observed y,, y, ..., y, given H, true

(1)

n

After "n" observations have been made, the sequential probability ratio is just the product of the
probability ratios for each step:

I, =(PR,)-(PR;)-...-(PR,) (2)
or
0 f(y, | Hy)
| = A ek VA 3
"y, ) ©)

where f(y| H) is the distribution of the random variable y.

Wald's theory operates as follows: Continue sampling as long as A<I, <B. Stop sampling and
decide H; as soon as In = B, and stop sampling and decide H, as soon as I, < A. The
acceptance thresholds are related to the error (misidentification) probabilities by the following
expressions:

A=P angg=17P (4)

The (user specified) value of a is the probability of accepting H; when H is true (false alarm
probability), B, is the probability of accepting H, when Hy is true (missed alarm probability).
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If we can assume that the random variable yy is normally distributed, then the likelihood that H;
is true (i.e., mean M, variance o) is given by:

L(y1, Yar oo Vi | Hy) = (5)

1 1 no, n n 2)
——exp|-——— -2 M+>M
e o - (Er2 2By s S

k=1 k=1 k=1

Similarly for H, (mean 0, variance o?):
L(yq,yz,...,ynIH2)=;exp(—iiyfj (6)
(2n)""? 6" 20% io
The ratio of (5) and (6) gives the likelihood ratio I,

I, =exp {— % Z M(M -2y, )} (7)

Combining (4) and (7), and taking natural logs gives

B =1 &g (1-8)
Inm<FkZ:1M(M 2y, )<In - (8)

Our sequential sampling and decision strategy can be concisely represented as:

If/, < Ini, Accept H, 9)
1-a
Ifin—P_ < |, < Inﬂ, Continue Sampling (10)
1-a o
. 1-B
Andif/, 2In—, Accept H, (11)
o

Following Wald's sequential analysis, it is conventional that a decision test based on the log
likelihood ratio has an optimal property; that is, for given probabilities a and 8 there is no other
procedure with at least as low error probabilities or expected risk and with shorter length
average sampling time.

A primary limitation that has heretofore precluded the applicability of Wald-type binary
hypothesis tests for sensor and equipment surveillance strategies lies in the primary assumption
upon which Wald's theory is predicated; i.e., that the original process Y is strictly "white" noise,
independently-distributed random data. White noise is thus well known to be a signal which is
uncorrelated. Such white noise can, for example, include Gaussian noise. It is, however, very
rare to find physical process variables associated with operating machinery that are not
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contaminated with serially-correlated, deterministic noise components. Serially correlated noise
components are conventionally known to be signal data whose successive time point values are
dependent on one another. Noise components include, for example, auto-correlated (also
known as serially correlated) noise and Markov dependent noise. Auto-correlated noise is a
known form of noise wherein pairs of correlation coefficients describe the time series correlation
of various data signal values along the time series of data. That is, the data Uy, U, . . ., U, have
correlation coefficients (U4, Uz), (Uz, Usz), . . ., (Unq, Uy) and likewise have correlation
coefficients (U4, Ujz) (Uy, Uy), etc. If these data are auto-correlated, at least some of the
coefficients are non-zero. Markov dependent noise, on the other hand, is a very special form of
correlation between past and future data signals. Rather, given the value of Uy, the values of U,
n>k, do not depend on the values of U; where j<k. This implies the correlation pairs (U;, Up),
given the value Uy, are all zero. If, however, the present value is imprecise, then the correlation
coefficients may be nonzero. One form of this invention can overcome this limitation to
conventional surveillance strategies by integrating the Wald sequential-test approach with a new
dual transformation technique. This symbiotic combination of frequency-domain transformations
and time-domain transformations produces a tractable solution to a particularly difficult problem
that has plagued signal-processing specialists for many years.

In one preferred embodiment of the method shown in detail in FIG. 8, serially-correlated data
signals from an industrial process can be rendered amenable to the SPRT testing methodology
described hereinbefore. This is preferably done by performing a frequency-domain
transformation of the original difference function Y. A particularly preferred method of such a
frequency transformation is accomplished by generating a Fourier series using a set of highest
"I' number of modes. Other procedures for rendering the data amenable to SPRT methods
includes, for example, auto regressive techniques, which can accomplish substantially similar
results described herein for Fourier analysis. In the preferred approach of Fourier analysis to
determine the "I" highest modes (see FIG. 8A):

o

70 (@,,cos ot + b,,sinw,,t) (12)

Moz

Y, = +

3
IN

where a; /2 is the mean value of the series, a, and b,, are the Fourier coefficients
corresponding to the Fourier frequency wy,, and N is the total number of observations. Using the
Fourier coefficients, we next generate a composite function, X;, using the values of the largest
harmonics identified in the Fourier transformation of Y;. The following numerical approximation
to the Fourier transform is useful in determining the Fourier coefficients a, and by,. Let x; be the
value of X; at the jth time increment. Then assuming 21 periodicity and letting w,, =2Tm/N, the
approximation to the Fourier transform yields:

N-1

2 2
a, =— > X;Co8m,, b, =—

NZ X;Sinw,, (13)

for 0<m<N/2. Furthermore, the power spectral density ("PSD") function for the signal is given by
I, where
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=NZm Zm (14)

To keep the signal bandwidth as narrow as possible without distorting the PSD, no spectral
windows or smoothing are used in our implementation of the frequency-domain transformation.
In analysis of a pumping system of the EBR-Il reactor of Argonne National Laboratory, the
Fourier modes corresponding to the eight highest I, provide the amplitudes and frequencies
contained in X;. In our investigations for the particular pumping system data taken, the highest
eight |, modes were found to give an accurate reconstruction of X; while reducing most of the
serial correlation for the physical variables studied. In other industrial processes, the analysis
could result in more or fewer modes being needed to accurately construct the functional
behavior of a composite curve. Therefore, the number of modes used is a variable which is
iterated to minimize the degree of nonwhite noise for any given application. As noted in FIG. 8A
a variety of noise tests are applied in order to remove serially correlated noise.

The reconstruction of X; uses the general form of Eqgn. (12), where the coefficients and
frequencies employed are those associated with the eight highest PSD values. This yields a
Fourier composite curve (see end of flowchart in FIG. 8A) with essentially the same correlation
structure and the same mean as Y, Finally, we generate a discrete residual function R; by
differencing corresponding values of Y; and X;. This residual function, which is substantially
devoid of serially correlated contamination, is then processed with the SPRT technique
described hereinbefore.

In a specific example application of the above referenced methodology, certain variables were
monitored from the Argonne National Laboratory reactor EBR-II. In particular, EBR-Il reactor
coolant pumps (RCPs) and delayed neutron (DN) monitoring systems were tested continuously
to demonstrate the power and utility of the invention. All data used in this investigation were
recorded during full-power, steady state operation at EBR-II. The data have been digitized at a
2-per-second sampling rate using 2'* (16,384) observations for each signal of interest.

FIGS. 1-3 illustrate data associated with the preferred spectral filtering approach as applied to
the EBR-II primary pump power signal, which measures the power (in kW) needed to operate
the pump. The basic procedure of FIG. 8 was then followed in the analysis. FIG. 1 shows 136
minutes of the original signal as it was digitized at the 2-Hz sampling rate. FIG. 2 shows a
Fourier composite constructed from the eight most prominent harmonics identified in the original
signal. The residual function, obtained by subtracting the Fourier composite curve from the raw
data, is shown in FIG. 3. Periodograms of the raw signal and the residual function have been
computed and are plotted in FIG. 4. Note the presence of eight depressions in the periodogram
of the residual function in FIG. 4B, corresponding to the most prominent periodicities in the
original, unfiltered data. Histograms computed from the raw signal and the residual function are
plotted in FIG. 5. For each histogram shown we have superimposed a Gaussian curve (solid
line) computed from a purely Gaussian distribution having the same mean and variance.
Comparison of FIG. 5A and 5B provide a clear demonstration of the effectiveness of the
spectral filtering in reducing asymmetry in the histogram. Quantitatively, this decreased
asymmetry is reflected in a decrease in the skewness (or third moment of the noise) from 0.15
(raw signal) to 0.10 (residual function).
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It should be noted here that selective spectral filtering, which we have designed to reduce the
consequences of serial correlation in our sequential testing scheme, does not require that the
degree of nonnormality in the data will also be reduced. For many of the signals we have
investigated at EBR-Il, the reduction in serial correlation is, however, accompanied by a
reduction in the absolute value of the skewness for the residual function.

To quantitatively evaluate the improvement in whiteness effected by the spectral filtering
method, we employ the conventional Fisher Kappa white noise test. For each time series we
compute the Fisher Kappa statistic from the defining equation

-1

K= {% él(wk )} I(L) (15)

where l(wy) is the PSD function (see Eq. 14) at discrete frequencies wy, and I(L) signifies the
largest PSD ordinate identified in the stationary time series.

The Kappa statistic is the ratio of the largest PSD ordinate for the signal to the average ordinate
for a PSD computed from a signal contaminated with pure white noise. For EBR-II the power
signal for the pump used in the present example has a k of 1940 and 68.7 for the raw signal and
the residual function, respectively. Thus, we can say that the spectral filtering procedure has
reduced the degree of nonwhiteness in the signal by a factor of 28. Strictly speaking, the
residual function is still not a pure white noise process. The 95% critical value for Kappa for a
time series with 2'* observations is 12.6. This means that only for computed Kappa statistics
lower than 12.6 could we accept the null hypothesis that the signal is contaminated by pure
white noise. The fact that our residual function is not purely white is reasonable on a physical
basis because the complex interplay of mechanisms that influence the stochastic components
of a physical process would not be expected to have a purely white correlation structure. The
important point, however, is that the reduction in nonwhiteness effected by the spectral filtering
procedure using only the highest eight harmonics in the raw signal has been found to preserve
the pre-specified false alarm and missed alarm probabilities in the SPRT sequential testing
procedure (see below). Table | summarizes the computed Fisher Kappa statistics for thirteen
EBR-II plant signals that are used in the subject surveillance systems. In every case the table
shows a substantial improvement in signal whiteness.

The complete SPRT technique integrates the spectral decomposition and filtering process steps
described hereinbefore with the known SPRT binary hypothesis procedure. The process can be
illustratively demonstrated by application of the SPRT technique to two redundant delayed
neutron detectors (designated DND A and DND B) whose signals were archived during long-
term normal (i.e., undegraded) operation with a steady DN source in EBR-II. For demonstration
purposes a SPRT was designed with a false alarm rate, a, of 0.01. Although this value is higher
than we would designate for a production surveillance system, it gives a reasonable frequency
of false alarms so that asymptotic values of a can be obtained with only tens of thousands of
discrete observations. According to the theory of the SPRT technique, it can be easily proved
that for pure white noise (such as Gaussian), independently distributed processes, a provides
an upper bound to the probability (per observation interval) of obtaining a false alarm--i.e.,
obtaining a "data disturbance" annunciation when, in fact, the signals under surveillance are
undegraded.
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FIGS. 6 and 7 illustrate sequences of SPRT results for raw DND signals and for spectrally-
whitened DND signals, respectively. In FIGS. 6A and 6B, and 7A and 7B, respectively, are
shown the DN signals from detectors DND-A and DND-B. The steady-state values of the signals
have been normalized to zero.

TABLE 1 — Effectiveness of Spectral Filtering for Measured Plant Signals

Fisher Kappa Test Statistic (N = 16,384)
Plant Variable 1.D. Raw Signal Residual Function
Pump 1 Power 1940 68.7
Pump 2 Power 366 52.2
Pump 1 Speed 181 25.6
Pump 2 Speed 299 30.9
Pump 1 Radial Vibr (top) 123 67.7
Pump 2 Radial Vibr (top) 155 65.4
Pump 1 Radial Vibr (bottom) 1520 290.0
Pump 2 Radial Vibr (bottom) 1694 80.1
DN Monitor A 96 39.4
DN Monitor B 81 44.9
DN Detector 1 86 36.0
DN Detector 2 149 44 1
DN Detector 3 13 8.2

Normalization to adjust for differences in calibration factor or viewing geometry for redundant
sensors does not affect the operability of the SPRT. FIGS. 6C and 7C in each figure show
pointwise differences of signals DND-A and DND-B. It is this difference function that is input to
the SPRT technique. Output from the SPRT method is shown for a 250-second segment in
FIGS. 6D and 7D.

Interpretation of the SPRT output in FIGS. 6D and 7D is as follows: When the SPRT index
reaches a lower threshold, A, one can conclude with a 99% confidence factor that there is no
degradation in the sensors. For this demonstration A is equal to 4.60, which corresponds to
false-alarm and missed-alarm probabilities of 0.01. As FIGS. 6D and 7D illustrate, each time the
SPRT output data reaches A, it is reset to zero and the surveillance continues.

If the SPRT index drifts in the positive direction and exceeds a positive threshold, B, of +4.60,
then it can be concluded with a 99% confidence factor that there is degradation in at least one
of the sensors. Any triggers of the positive threshold are signified with diamond symboils in
FIGS. 6D and 7D. In this case, since we can certify that the sensors were functioning properly
during the time period our signals were being archived, any triggers of the positive threshold are
false alarms.

If we extend sufficiently the surveillance experiment illustrated in FIG. 6D, we can get an

asymptotic estimate of the false alarm probability a. We have performed this exercise using
1000-observation windows, tracking the frequency of false alarm trips in each window, then

10
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repeating the procedure for a total of sixteen independent windows to get an estimate of the
variance on this procedure for evaluating the false alarm probability. The resulting false-alarm
frequency for the raw, unfiltered, signals is a = 0.07330 with a variance of 0.000075. The very
small variance shows that there would be only a negligible improvement in our estimate by
extending the experiment to longer data streams. This value of a is significantly higher than the
design value of a = 0.01, and illustrates the danger of blindly applying a SPRT test technique to
signals that may be contaminated by excessive serial correlation.

The data output shown in FIG. 7D employs the complete SPRT technique shown schematically
in FIG. 8. When we repeat the foregoing exercise using 16 independent 1000-observation
windows, we obtain an asymptotic cumulative false-alarm frequency of 0.009142 with a
variance of 0.000036. This is less than (i.e., more conservative than) the design value of a =
0.01, as desired.

It will be recalled from the description hereinbefore regarding one preferred embodiment, we
have used the eight most prominent harmonics in the spectral filtration stage of the SPRT
technique. By repeating the foregoing empirical procedure for evaluating the asymptotic values
of a, we have found that eight modes are sufficient for the input variables shown in Table I.
Furthermore, by simulating subtle degradation in individual signals, we have found that the
presence of serial correlation in raw signals gives rise to excessive missed-alarm probabilities
as well. In this case spectral whitening is equally effective in ensuring that pre-specified missed-
alarm probabilities are not exceeded using the SPRT technique.

In a different form of the invention, it is not necessary to have real sensors paired off to form a
difference function. Each single sensor can provide a real signal characteristic of an ongoing
process and a record artificial signal can be generated to allow formation of a difference
function. Techniques such as an auto regressive moving average (ARMA) methodology can be
used to provide the appropriate signal, such as a DC level signal, a cyclic signal or other
predictable signal. Such an ARMA method is a well-known procedure for generating artificial
signal values, and this method can even be used to learn the particular cyclic nature of a
process being monitored enabling construction of the artificial signal.

The two signals, one a real sensor signal and the other an artificial signal, can thus be used in
the same manner as described hereinbefore for two paired) real sensor signals. The difference
function Y is then formed, transformations performed and a residual function is determined
which is free of serially correlated noise.

Fourier techniques are very effective in achieving a whitened signal for analysis, but there are
other means to achieve substantially the same results using a different analytical methodology.
For example, filtration of serial correlation can be accomplished by using the ARMA method.
This ARMA technique estimates the specific correlation structure existing between sensor
points of an industrial process and utilizes this correlation estimate to effectively filter the data
sample being evaluated.

A technique has therefore been devised which integrates frequency-domain filtering with
sequential testing methodology to provide a solution to a problem that is endemic to industrial
signal surveillance. The subject invention particularly allows sensing slow degradation that
evolves over a long time period (gradual decalibration bias in a sensor, appearance of a new
radiation source in the presence of a noisy background signal, wear out or buildup of a radial

11
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rub in rotating machinery, etc.). The system thus can alert the operator of the incipience or
onset of the disturbance long before it would be apparent to visual inspection of strip chart or
CRT signal traces, and well before conventional threshold limit checks would be tripped. This
permits the operator to terminate, modify or avoid events that might otherwise challenge
technical specification guidelines or availability goals. Thus, in many cases the operator can
schedule corrective actions (sensor replacement or recalibration; component adjustment,
alignment, or rebalancing; etc.) to be performed during a scheduled system outage.

Another important feature of the technique which distinguishes it from conventional methods is
the built-in quantitative false-alarm and missed-alarm probabilities. This is quite important in the
context of high-risk industrial processes and applications. The invention makes it possible to
apply formal reliability analysis methods to an overall system comprising a network of interacting
SPRT modules that are simultaneously monitoring a variety of plan variables. This amenability
to formal reliability analysis methodology will, for example, greatly enhance the process of
granting approval for nuclear-plant applications of the invention, a system that can potentially
save a utility millions of dollars per year per reactor.

In another form of the invention, an artificial-intelligence based expert system 100 (see FIG. 12)
has been developed for automatically configuring a set of sensors A, B, C and D to perform
signal validation and sensor-operability surveillance in industrial applications that require high
reliability, high sensitivity annunciation of degraded sensors, discrepant signals, or the onset of
process anomalies. This expert system 100 comprises an interconnected network of high
sensitivity pattern-recognition modules 102 (see FIGS. 9-11). The modules 102 embody the
SPRT methodology described hereinbefore for automated parameter surveillance. The SPRT
method examines the noise characteristics of signals from identical pairs of sensors 104
deployed for redundant readings of continuous physical processes from a particular industrial
device 106. The comparative analysis of the noise characteristics of a pair of signals, as
opposed to their mean values, permits an early identification of a disturbance prior to significant
(grossly observable) changes in the operating state of the process. As described in more detail
hereinbefore, the SPRT method provides a superior surveillance tool because it is sensitive not
only to disturbances in signal mean, but also to very subtle changes in the skewness, bias, or
variance of the stochastic noise patterns associated with monitored signals. The use of two or
more identical ones of the sensors 104 also permits the validation of these sensors 104, i.e.,
determines if the indicated disturbance is due to a change in the physical process or to a fault in
either of the sensors 104.

For sudden, gross failures of one of the sensors 104 or components of the system 100, the
SPRT module 102 would annunciate the disturbance as fast as a conventional threshold limit
check. However, for slow degradation that evolves over a long time period (gradual
decalibration bias in a sensor, wearout or buildup of a radial rub in rotating machinery, etc.), the
SPRT module 102 provides the earliest possible annunciation of the onset of anomalous
patterns in physical process variables. The SPRT-based expert system 100 can alert the
operator to the incipience of the disturbance long before it would be apparent to visual
inspection of strip chart or CRT signal traces, and well before conventional threshold limit
checks would be tripped. This permits the operator to terminate or avoid events that might
otherwise challenge technical specification guidelines or availability goals, and in many cases,
to schedule corrective actions (sensor replacement or recalibration; component adjustment,
alignment, or rebalancing; etc.) to be performed during a scheduled system outage.
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The expert system 100 embodies the logic rules that convey to the operator the status of the
sensors 104 and the industrial devices 106 connected to a SPRT network 108 (see FIG. 12).
When one or more of the SPRT modules 102 indicate a disturbance in sensor signals (i.e., the
SPRT modules 102 trip) the expert system 100 determines which of the sensors 104 and/or the
devices 106 are affected. The expert system 100 is designed to work with any network of the
SPRT modules 102, encompassing any number of the industrial devices 106, process variables,
and redundant ones of the sensors 104.

In a most preferred embodiment, the expert system 100 is operated using computer software
written in the well known "LISP" language (see Appendix B attached hereto). In this
embodiment, the expert system 100 is divided into two segments which act as pre- and post-
processors for the SPRT module computer code. The pre-processor section is used to set up
operation of the SPRT network 108 and forge connections between the sensor data stream and
the SPRT modules 102. The post-processor section contains the logic rules which interpret the
output of the SPRT modules 102.

The logic for the expert system 100 depends upon the grouping of the SPRT modules 102.
Each of the SPRT modules 102 monitors two identical sensors 104 which measure a physical
process variable. (See FIGS. 9-11.) The two sensors can either be redundant sensors 104 on
one of the industrial devices 106 or separate sensors 104 on two identical ones of the industrial
devices 106 that are operated in parallel. A group of the modules 102 entails all of the
connections between the identical sensors 104 for a given physical variable on a group of the
industrial devices 106. The number of the modules 102 in a group depends upon the number of
identical devices 106 that are operated in parallel and the number of redundant sensors 104 on
each device 106 which observe the response of a physical variable. For instance, suppose the
expert system 100 is to be applied to an industrial system which contains three identical coolant
pumps (not shown). Furthermore, suppose each coolant pump contains two redundant pressure
transducers and one thermocouple (not shown). This system 100 would be modeled by two
groups of the modules 102. The first group of the modules 102 would connect the six total
pressure transducers which measure pump pressure. The second group of the modules 102
would connect the three total thermocouples which measure coolant temperature. For a given
group of related sensors 104, the data from each of the sensors 104 are fed into the modules
102. Since the module 102 performs a comparison test between the two sensors 104, the
tripping of both of the modules 102 connected to the sensor 104 (in the absence of other tripped
modules 102 in the same group) is a necessary and sufficient condition to conclude that the
sensor 104 has failed. Therefore, for a group of related sensors 104, the minimum number of
modules 102 needed to enable sensor detection is the same as the number of the sensors 104
in the group. For the example discussed above, the number of the modules 102 in the first
group would be six, and the number of the modules 102 in the second group would be three.

In applications involving two or more identical ones of the industrial devices 106 operated in
parallel and equipped with identical sensors 104, the module 102 applied to pairs of the sensors
104 monitoring the same physical process on the respective devices 106 will provide sensitive
annunciation of any physical disturbance affecting one of the devices 106. If each of the devices
106 has only one of the sensors 104 though, it would not be possible for the expert system 100
to distinguish between device degradation and sensor degradation. In this case, the primary
benefit of the method would derive from its very early annunciation of a disturbance. For cases
in which each of the industrial devices 106 is equipped with multiple, redundant sensors 104,
the modules 102 can be applied to pairs of the sensors 104 on each of the industrial devices
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106 for sensor-operability verification. In this case, the expert system 100 not only provides
early annunciation of a disturbance, but can also distinguish between device degradation and
sensor degradation. Moreover, when the expert system 100 determines that the cause of the
discrepant signals is due to a degraded one of the sensors 104, it can identify the specific
sensor 104 that has failed.

FIG. 9 illustrates the first stage of the expert system 100 processing for a simple generic
application involving a single one of the industrial devices 106 that is equipped with triply-
redundant sensors 104 for measurement of two physical variables. The expert system 100 first
identifies the minimum unique set of signal pairs that will be needed for the network of
interacting modules 102. FIG. 10 illustrates a generic application involving two of the industrial
devices 106 that are operated in parallel. For this example, it is also assumed that triply-
redundant sensors 104 are available for measuring each of two separate physical variables.
Once again, the expert system 100 identifies the pair-wise sensor combinations that it uses in
building the conditional branching hierarchy for the module configuration. FIG. 11 illustrates a
generic application involving three industrial devices 106 that are operated in parallel. Triply-
redundant sensors 104 for measuring one physical variable are assumed. The figure shows the
pair-wise sensor combinations identified by the expert system 100 for building the conditional
branching hierarchy. These figures also depict the three main branches for the logic rules
contained in the expert system 100: a grouping of the modules 102 based on a single one of the
industrial devices 106, two identical devices 106 operated in parallel or multiple (three or more)
devices 106 operated in parallel. The expert system 100 however is not limited to only one of
the three cases at a time. The industrial system 100 modeled can contain any number of
independent single devices 106, doubly-redundant devices 106 and multiply-redundant devices
106. Each device group, in turn, may contain any number of redundant sensors 104 and any
number of physical variables.

The expert system 100 is implemented using a stand-alone computer program set forth in the
previously referenced Appendix B. In operation after the program initialization information has
been gathered, the computer program prompts the user for the name of a data file that
simulates the real-time behavior of the SPRT network 108 connected to the system 100
including the industrial devices 106. The SPRT data file contains space-delimited data values
that represent the status of a corresponding module 102. The module 102 has two states: a 0
(non-tripped) state indicates that the signals from the sensors 104 monitored by the module 102
have not diverged from each other, while a 1 (tripped) state indicates that the signals from the
sensors 104 monitored by the module 102 have diverged from each other enough to be
detected by the SPRT algorithm. Each line of data in the file represents the status of a group of
related modules 102 at a given time. Each line contains a list of 0's and 1's that correspond to
the state of all the modules 102 in the group. The number of groups in the network 108 depends
upon the number of groups of identical devices 106 and the number of process variables
monitored on each group of devices 106. If the network 108 contains more than one group of
related modules 102, the data file will contain a corresponding number of lines to represent the
status of all the modules 102 in the network 108 at a given time. For instance, if a system of the
industrial devices 106 is modeled by four SPRT groups, the output file will contain four lines of
SPRT data for each timestep in the simulation.

Execution of the program of Appendix B includes two procedures. The first procedure

(SPRT__Expert) provides the instructions for the control of program execution and corresponds
to the pre-processor section in an integrated SPRT expert system/SPRT module code. When
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executed, the procedure first prompts the user to specify the number of device groups in the
application. A device group is a group of identical industrial devices 106 (one or more) that are
operated in parallel and are equipped with redundant ones of the sensors 104. A device group
can contain one or more physical variables. The program then prompts the user for the following
information for each of the device groups:

(i) The name of the device group.
(i) The number of physical variables in the device group.
(iii) The name of the first physical variable in the device group.

(iv) The number of redundant sensors 104 on each device 106 that measures the first
physical variable.

If the device group contains more than one physical variable, the program will loop through
steps (iii) and (iv) to obtain input data for the remaining physical variables. The number of SPRT
groups in the application is equal to the sum of the number of physical variables for each of the
device groups. Namely,

N Device Groups

N SPRT Groups = Z N Physical Variables; ( 1 6)
i=1

Once the program has collected the required data to set up the system, it prompts the user for
the name of the SPRT data file. Execution of the program consists of reading the SPRT status
values from the data file and evaluating the status of the devices 106 and sensors 104 in the
application, as inferred from the SPRT data. Program execution is controlled by a "do" loop. For
each pass through the loop, the program reads the data which model the state of each of the
SPRT modules 102 in the network at a given time. The SPRT data are then passed to the
Analyze procedure. If any of the SPRT modules 102 in the application has tripped (i.e., SPRT
value = 1), the Analyze procedure determines which device(s) 106 and/or sensor(s) 104) are
affected and reports their status. Looping continues until the end of the data file is reached,
upon which the program terminates.

The Analyze procedure contains the logic rules for the expert system 100. It corresponds to the
post-processor section in an integrated SPRT expert system/SPRT module code. It is passed
lists of 0's and 1's that represent the status of the SPRT modules 102 at any given timestep of
the SPRT program. The number of lists passed to Analyze equals the number of SPRT groups.
For each SPRT group, the procedure converts the SPRT data into a list of tripped SPRT
modules 102. From the list of tripped SPRT modules 102, the status of the devices 106, and the
sensors 104 modeled by the SPRT group are evaluated. Based on the number of devices 106
and the redundant sensors 104 in a SPRT group, the expert system 100 can determine which of
the device(s) 106 and/or the sensors(s) 104 have failed. In some cases (e.g., if the number of
the tripped modules 102 is one, or if the number of redundant sensors 104 in a group is one),
the expert system 100 cannot conclude that the device 106 or the sensor 104 has failed, but
can only signal that device or sensor failure is possible. Within Analyze, the logic rules are
encapsulated by three procedures: SingleDevice, for a SPRT group applied to a single one of
the industrial devices 106, DualDevice, for a SPRT group applied to two parallely-operated
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industrial devices 106; and MultipleDevice, for a SPRT group applied to a group of three or
more parallely-operated industrial devices 106.

The following nonlimiting example is illustrative of implementation of the expert system.

Example

The development of a network of the SPRT modules 102 for a general system 110 of the
industrial devices 106 and the action of the corresponding logic rules are revealed by an
example calculation. The system 110 of industrial devices 106 and a data file representing the
transient behavior of the sensors 104 in the system 110 were created. A diagram of the system
110 is shown in FIG. 14 and contains two groups of the industrial devices 106. A first group 112
(identified as turbine devices) contains three of the identical devices 106. Each turbine is
equipped with the sensors 104 to measure the steam temperature and steam pressure physical
variables. There are two redundant sensors 104 on each turbine reading the steam
temperature, while one of the sensors 104 measures the steam pressure. A second device
group 114 consists of two coolant pumps. One physical variable, coolant flowrate, is gauged on
each coolant pump by a group of four redundant sensors 104. The corresponding network of
SPRT modules 102 for the system 110 is shown. Three groups of the SPRT modules 102 are
required; with six of the modules 102 in a first module group for the steam temperature sensors
on the turbines, three modules 102 in the second module group for the steam pressure sensors
104 on the turbines, and eight of the modules 102 in the third group of the modules 102 for the
coolant flowrate sensors 104 on the coolant pumps.

A complete listing of the output from the test run follows hereinafter. Input entered by the user is
identified by bold type. From the PC-Scheme prompt, the program is executed by first loading it
into memory, and then calling the main procedure (SPRT__Expert). After displaying a title
banner, the code asks the user to specify the number of device groups in the network.

[2] (load "SPRTEXPT.S")

OK

[3] (SPRT__Expert)

SPRT Expert System Simulation Program

Enter the number of device groups — 2

For each device group in the network, the program requests that the user supply the name of
the devices in the group, the number of identical devices, the number of physical variables in
the device group, and the names and numbers of redundant sensors for each physical variable.
The input entered for device group #1 is:

DEVICE NAME:

Enter the name of device group number 1.fwdarw. TURBINE

DEVICE NUMBER:
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Enter the number of devices in the TURBINE device group — 3
PHYSICAL VARIABLE NUMBER:

Enter the number of physical variables in the TURBINE device group — 2
PHYSICAL VARIABLE NAME:

Enter the name of physical variable number 1 of the TURBINE device group — STEAM
TEMPERATURE

SENSOR NUMBER:

Enter the number of redundant sensors for the STEAM TEMPERATURE physical variable in the
TURBINE device group — 2

PHYSICAL VARIABLE NAME:

Enter the name of physical variable number 2 of the TURBINE device group — STEAM
PRESSURE

SENSOR NUMBER:

Enter the number of redundant sensors for the STEAM PRESSURE physical variable in the
TURBINE device group — 1

The input entered for device group #2 is:

DEVICE NAME:

Enter the name of device group number 2 — COOLANT PUMP

DEVICE NUMBER:

Enter the number of devices in the COOLANT PUMP device group — 2
PHYSICAL VARIABLE NUMBER:

Enter the number of physical variables in the COOLANT PUMP device group — 1
PHYSICAL VARIABLE NAME:

Enter the name of physical variable number 1 of the COOLANT PUMP device group —
COOLANT FLOWRATE

SENSOR NUMBER:
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Enter the number of redundant sensors for the COOLANT FLOWRATE physical variable in the
COOLANT PUMP device group — 4

Once the input data for each device group have been obtained, the program displays a
summary of the SPRT network, by identifying the SPRT groups in the network.

The number of SPRT Groups in the simulation is 3.

SPRT Group #1

contains 3 TURBINE industrial devices with 2 STEAM TEMPERATURE redundant sensors.
SPRT Group #2

contains 3 TURBINE industrial devices with 1 STEAM PRESSURE redundant sensor.
SPRT Group #3

contains 2 COOLANT PUMP industrial devices with 4 COOLANT FLOWRATE redundant
Sensors.

The final input item required is the name of the data file containing the status values for the
SPRT modules in the network.

Enter filename for SPRT data — TEST.DAT

The analysis of the SPRT data is controlled by a do loop. For each pass through the loop, the
program retrieves a line of data for each SPRT group in the network. Each block of data
retrieved from the file represents the status of all SPRT modules in the network at a moment in
time. The program analyzes each block of data to determine whether the SPRT status values
imply device and/or sensor failures.

In the test calculation, the first block of data retrieved from the TEST.DAT file is:

000000

000

00000000

Analyzing this data, the program reports that:

Analyzing SPRT data set number 1

SPRT Group #1:

No SPRTs have tripped.

SPRT Group #2:
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No SPRTs have tripped.

SPRT Group #3:

No SPRTs have tripped.

The second block of data retrieved from the file contains some tripped SPRT modules:

100000

000

01000000

Since only one module has tripped in SPRT groups #1 and #3, the program can conclude only
that some device and/or sensor failures may have occurred. The program identifies which
modules have tripped and which devices or sensors are affected.

Analyzing SPRT data set number 2

SPRT Group #1:

For the STEAM TEMPERATURE physical variable of the TURBINE devices:

These 1 of the 6 SPRTs have tripped — A1-B1

***DEVICE NUMBER A OR DEVICE NUMBER B OF THE TURBINE DEVICES, SENSOR
NUMBER A1, OR SENSOR NUMBER B1 MAY BE FAILING***

SPRT Group #2:

No SPRTs have tripped.

SPRT Group #3:

For the COOLANT FLOWRATE physical variable of the COOLANT PUMP devices:
One SPRT has tripped.fwdarw.A1-B2

***ONE OR BOTH OF THE COOLANT PUMP DEVICES, SENSOR NUMBER A1 OR SENSOR
NUMBER B2 MAY BE FAILING***

In the third block of data, additional modules have tripped.
100100
001

01100000
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In SPRT group #1, two modules have tripped. Since both of the sensors on device A and both
of the sensors on device B are affected, the code concludes that one of the two devices has
failed. It cannot identify which of the devices has failed at this time though. In SPRT group #2,
one module has tripped. The code concludes that one of the sensors or devices may be failing.
Since both modules connected to sensor B2 in SPRT group #3 have tripped, the code

concludes that sensor B3 has failed.

Analyzing SPRT data set number 3

SPRT Group #1:

For the STEAM TEMPERATURE physical variable of the TURBINE devices:

These 2 of the 6 SPRTs have tripped-A1-B1 A2-B2

***DEVICE NUMBER A OR DEVICE NUMBER B OF THE TURBINE DEVICES HAS FAILED***

SPRT Group #2:
For the STEAM PRESSURE physical variable of the TURBINE devices:

These 1 of the 3 SPRTs have tripped-C1-A1

***DEVICE NUMBER C OR DEVICE NUMBER A OF THE TURBINE DEVICES, SENSOR

NUMBER C1, OR SENSOR NUMBER A1 MAY BE FAILING***

SPRT Group #3:

For the COOLANT FLOWRATE physical variable of the COOLANT PUMP devices:
These 2 of the 8 SPRTs have tripped-A1-B2 A2-B2

***SENSOR NUMBER B2 HAS FAILED***

More modules have tripped in the fourth block of data.

101100

011

01100100

Since three of the four modules connected to the sensors in device A of SPRT group #1 have
tripped, the code concludes that device A has failed. In SPRT group #2, two of the three
modules have tripped. But since there is only one sensor per device in this group, the code can
only conclude that either a device or sensor failure has occurred. In SPRT group #3, three

modules have tripped. The code concludes that one of the two devices has failed.

Analyzing SPRT data set number 4
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SPRT Group #1:

For the STEAM TEMPERATURE physical variable of the TURBINE devices:
These 3 of the 6 SPRTs have tripped.fwdarw.A1-B1 C1-A1 A2-B2
***DEVICE NUMBER A OF THE TURBINE DEVICES HAS FAILED***
SPRT Group #2:

For the STEAM PRESSURE physical variable of the TURBINE devices:
These 2 of the 3 SPRTs have tripped.fwdarw.B1-C1 C1-A1

**DEVICE NUMBER C OF THE TURBINE DEVICES, OR SENSOR NUMBER C1 HAS
FAILED***

SPRT Group #3:

For the COOLANT FLOWRATE physical variable of the COOLANT PUMP devices:
These 3 of the 8 SPRTs have tripped.fwdarw.A1-B2 A2-B2 A3-B4

***ONE OR BOTH OF THE COOLANT PUMP DEVICES HAVE FAILED***

Notice that two of the tripped modules in SPRT group #3 implicate a failure of sensor B2, the
conclusion reached by the analysis of the third block of data. But since an additional module has
tripped, the code changes its conclusion from a sensor failure to a failure of one or both of the
devices. Although the third module trip may be a spurious trip (i.e., the SPRT modules have a
finite false alarm probability) which would mean that the earlier conclusion still holds, the code
conservatively concludes that none of the trips are spurious and decides that a device failure
has occurred. The code assumes that no module trip is spurious, which causes the code to
consistently pick the most conservative conclusion when more than one conclusion can be
deduced from the data.

The fifth and last set of data in the file contains additional module trips.

111100

111

01100110

The additional trips in SPRT group #1 cause the code to conclude that more than one device in
the group is affected. In SPRT group #2, all three modules in the group have tripped. Whenever
all SPRT modules in a group trip, the code concludes that all devices in the group have failed. In
SPRT group #3 the additional module trip does not change the conclusion, since the worst-case

conclusion (i.e., one or both of the devices in the group have failed) for the group has already
been reached.
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Analyzing SPRT data set number 5

SPRT Group #1:

For the STEAM TEMPERATURE physical variable of the TURBINE devices:
These 4 of the 6 SPRTs have tripped.fwdarw.A1-B1 B1-C1 C1-A1 A2-B2
***DEVICE NUMBER B OF THE TURBINE DEVICES HAS FALED***
***SENSOR NUMBER C1 HAS FAILED***

“**DEVICE NUMBER A OF THE TURBINE DEVICES HAS FALED***
SPRT Group #2:

For the STEAM PRESSURE physical variable of the TURBINE devices:
All 3 SPRTs have tripped

***ALL 3 OF THE TURBINE DEVICES HAVE FAILED***

SPRT Group #3:

For the COOLANT FLOWRATE physical variable of the COOLANT PUMP devices: These 4 of
the 8 SPRTs have tripped.fwdarw.A1-B2 A2-B2 A3-B4 A4-B4

***ONE OR BOTH OF THE COOLANT PUMP DEVICES HAVE FAILED***

Notice that the SPRT group #1, the code concludes that devices A and B have failed, but for
device C it concludes that only one of its sensors has failed. For device groups containing
multiple devices (i.e., three or more identical devices), the code applies its logic rules to each of
the devices independently. Since for devices A and B both of their sensors are involved, the
code concludes that the devices have failed. For device C only the first sensor is involved, thus
the code concludes that only the first sensor on the device has failed. The code reaches the end
of the file after analyzing the fifth block of data, causing the code to terminate. For SPRT group
#3, a failure of one or both of the devices is indicated, although the pattern of tripped modules
can also be interpreted as a simultaneous failure of sensors B2 and B4. The code indicates a
device failure because concurrent failures of two or more sensors in a group is deemed to be
highly improbabile.

While preferred embodiments of the invention have been shown and described, it will be clear to

those skilled in the art that various changes and modifications can be made without departing
from the invention in its broader aspects as set forth in the claims provided hereinafter.
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Claims
What is claimed is:

1. A method of testing both an industrial process and a sensor for determining fault
conditions therein, comprising the steps of:

determining automatically, using computer means, a configuration of a minimum
number of sensor pairs needed to test the industrial process and the sensor for state
of operation;

operating at least a first and second sensor to form at least one sensor pair to
redundantly detect at least one physical variable of the industrial process to provide
a first signal from said first sensor and a second signal from said second sensor,
each said signal being characteristic of the one physical variable;

obtaining a difference function characteristic of the arithmetic difference pairwise
between said first signal and said second signal at each of a plurality of different
times of sensing the one physical variable;

obtaining a frequency domain transformation of said first difference function to
procure Fourier coefficients corresponding to Fourier frequencies;

generating a composite function over time domain using the Fourier coefficients;

obtaining a residual function over time by determining the arithmetic difference
between the difference function and the composite function, the residual function
being substantially free of serially correlated noise;

operating on the residual function using the computer means for performing a
statistical analysis technique to determine whether an alarm condition is present in at
least one of the industrial process and the sensor, the residual function including
white noise characteristics of an uncorrelated function of reduced skewness relative
to the difference function and being input to the statistical analysis technique; and

said at least one sensor pair providing alarm information to an operator of the
industrial process allowing modification of at least one of the industrial process and
said at least first and second sensor when an alarm condition is detected.

2. The method described is claim 1 wherein said computer means comprises an artificial
intelligence system.

3. The method as defined in claim 1 wherein the residual function comprises reduced
Markov dependent noise.

4. The method as defined in claim 1 wherein the industrial process comprises at least one
of a chemical process, a mechanical process and an electrical operational process.
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5. The method as defined in claim 1 wherein the step of obtaining Fourier coefficients
comprise iteratively determining the minimum number of Fourier harmonics able to
generate the composite function.

6. The method as defined in claim 1 further including at least one of the steps of modifying
the industrial process or changing the sensor responsive to the alarm condition.

7. A method of testing both an industrial process and a sensor for determining fault
conditions therein, comprising the steps of:

determining, using computer means, a configuration of a minimum number of sensor
pair signals needed to characterize the industrial process and the sensor state of
operation;

operating at least a first sensor to detect at least one physical variable of the
industrial process to provide a real signal from said first sensor;

generating an artificial signal characteristic of the one physical variable;

forming a sensor pair signal from said real signal and said artificial signal;

obtaining a difference function characteristic of the difference pairwise between said
real signal and said artificial signal at each of a plurality of different times of sensing
the one physical variable;

obtaining a frequency domain transformation of said difference function;

generating a composite function over a time domain;

obtaining a residual function over time by determining the difference between the
frequency transformed difference function and the composite function;

operating on the residual function using the computer means for performing a
statistical analysis technique to determine whether an alarm condition is present in at
least one of the industrial process and the first sensor, the residual function including
white noise characteristics of an uncorrelated signal of reduced skewness relative to
the difference function and being input to the statistical analysis technique; and

said first sensor providing alarm information to an operator of the industrial process
allowing modification of at least one of the industrial process and the first sensor
when an alarm condition is detected.

8. The method as defined in claim 7 wherein the step of obtaining a frequency domain
transformation comprises performing a Fourier transformation.

9. The method as defined in claim 7 wherein the steps of obtaining a composite function
over time comprises performing an auto regressive moving average analysis.
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10. The method as defined in claim 7 further including the step of determining a difference
function for both the artificial signal and the real signal, as well as a separate pair of real
signals.

11. The method as defined in claim 7 wherein the residual function comprises reduced
Markov dependent noise.

12. The method as defined in claim 8 wherein the step of obtaining a frequency domain
transformation comprises obtaining Fourier coefficients iteratively to determine the
minimum number of Fourier harmonics able to generate the composite function.

13. A system for automatically configuring sensors for testing both an industrial process and
a sensor for determining a fault condition therein, comprising:

computer means for automatically configuring a minimum number of sensor pair
signals needed to characterize the industrial process and the sensor state of
operation;

at least a first sensor to detect at least one physical variable of the industrial process
to provide a first signal from said first sensor;

first means for generating a second sensor signal for comparison with said first
signal from said first sensor;

second means for determining a difference function characteristic of the arithmetic
difference pairwise between said first signal and said second signal at each of a
plurality of different times of sensing the one physical variable;

third means for obtaining a residual function over time by means for determining the
arithmetic difference between the difference function and the composite function, the
residual function including white noise characteristics of an uncorrelated signal of
reduced skewness;

fourth means for operating on the residual function, said fourth means including the
computer means for executing a computer program for performing a statistical
analysis technique and for determining whether an alarm condition is present in at
least one of the industrial process and the sensor and with said second means, said
third means, and said fourth means cooperatively providing a function comprised of
said white noise characteristics of uncorrelated signal of reduced skewness relative
to the difference function as an input to the statistical analysis technique; and

means for providing information allowing modification of at least one of the industrial
process and the sensor when an alarm condition is detected.

14. The system as defined in claim 13 further including means for obtaining a frequency
domain transformation of said difference function.

15. The system as defined in claim 13 wherein said computer means comprises an artificial
intelligence system.
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16. The system as defined in claim 13 wherein said means for generating a second signal
comprises the computer means for executing a computer program.

17. The system as defined in claim 16 wherein the computer program includes an
autoregressive moving average procedure.

18. The system as defined in claim 13 wherein the system includes at least one pair of
sensors for detecting each of the physical variables.

19. The system as defined in claim 13 wherein said computer means executes a computer
program including a statistical probability ratio test on the residual function.

20. The system as defined in claim 13 further including means for changing at least one of
the industrial process and substituting another sensor for a defective sensor.
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